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I 

ABSTRACT 

This is the second volume in a series done at 
Manned Spacecraft Center, documenting communication 
techniques used in the Apollo Unified S-band Telecom­
munications and Tracking System. As stated in the 
first volume , NASA TN D-2208, the present document is 
concerned with detailed mathematical modeling of certain 
channels in the system . Specifically , this volume pro­
vides simple mathematical tools usable for predicting , 
approximately , the performance of various communications 
and tracking channels in the system. 
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UNIFIED S-BAND TELECCM>ruNICATION TECHNIQUES FOR APOLLO 

VOLUME II 

MATHEMATICAL MODELS AND ANALYSIS 

By John H. Painter and George Hondros 
Manned Spacecraft Center 

SUMMARY 

This is the second volume in a series done at Manned Spacecraft 
Center, documenting communication techniques used in the Apollo Unified 
S-band Telecommunications and Tracking System. As stated in the first 
volume, NASA TN D-2208, the present document is concerned with detailed 
mathematical modeling of certain channels in the system. Specifically, 
this volume provides simple mathematical tools usable for predicting, 
approximately, the performance of various com munications and tracking 
channels in the system. 
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s 
N' SNR signal-to-noise  power ratio 

voltage limiting level of an ideal bandpass  limiter 

signal suppression factor of an ideal bandpass limiter 

1.0 INTRODUCTION 

1.1 Background and Purpose of the Document 

Work similar to thi s  volume has been performed previously, external 
to Manned Spacecraft Center. In general, such work was fragmentary and 
was performed to meet certain immediate needs such as responses to NASA 
requests for proposal. When work began on this volume in mid-1963, the 
authors  felt that a need existed for a comprehensive tutorial document 
setting down general analyses of the types of channels employed in the 
Apollo system. It was felt that for such a document to be useful to NASA 
engineers it should contain, in appendix form, sufficient basic explana­
tion to completely and independently support the body of the document. 
This work is  the authors' answer to that need. 

1.2 Theoretical Approach 

1.2.1 Analytical Scope 
The analysis presented in this document has been performed with the 

aim of obtaining tractable equations with which the output data quality 
can be predicted for each channel for a variety of transmission modes 
and conditions. 

The approach has been to derive output data signal-to-noise power 
ratios which are related to the input carrier-to-noise ratio for each 
communication channel, by an express ion containing generalized signal 
modulation parameters and channel transmission parameters. The require­
ment that the channel equations be tractable was taken to iffiply that the 
express ions be relatively simple and amenable to hand calculation with 
the aid of mathematical tables. Additionally, it was de sired that the 
form of the channel equations should give some intuitive insight into 
the operation of the channel. 

Input-output signal-to-noise ratio relations were derived separately 
for each type demodulator and each type signal. Where simplifying as­
sumptions were made, they were stated explicitly in the derivations. 
Additionally, the most important of the analytical assumptions have been 
listed in this section. 

This analysis has treated only desired signals and thermal system 
noise. No attempt has been made to treat intermodulation effects or 
equipment nonlinear ities. System nonlinearities, such as limiter effects 
or the effects of modulation restrictive detection, have been treated . 
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It is not expected that these channel equations will yield results 
of absolute accuracy. Rather, ease of handling channel predictions has 
been obtained with tolerable accuracy through the use of simplifying as­
sumptions. The philosophy has been adopted that the performance of the 
system analyzed here may be measured in the laboratory. The accuracy of 
the predictional equations having been determined, a required channel per­
formance margin may be employed for the purposes of predicting for other 
transmission modes and conditions than those measured in the laboratory. 

1.2.2 Method of Presentation 
This document is, in a certain sense, tutorial, and in another sense, 

a working document. Much material, which has been basically derived 
elsewhere, has been extended or modified and reproduced here. Enough 
material has been included to make the document almost self-sufficient 
for the purpose  of making performance calculations on the system. The 
scheme employed in the writing of this document has been to present all 
basic derivations in appendix form. The main body of the paper was re­
served for as sembling the individual channel equations from component 
equations appearing in the appendices. In this maru1er, the main body 
of the text is useful for working computations, and the appendices pro­
vide the required analytical support. 

1.2.3 As sumptions 
The most important of the simplifying as sumptions which appear 

throughout the document are tabulated below as an aid to the reader. 

a. Modulation restrictive phase-locked loops operate with no mod­
ulation error, except for Doppler effects. 

b. Modulation tracking phase-locked loops operate linearly with 
respect to phase. 

c. Thresholds for phase-locked devices may be defined on a linear 
basis after the method of Martin (ref. 7). 

d. All predetection and postdetection filters are ideal with flat 
amplitude transmission characteristics and square cut-off frequency 
characteristics. 

e. Input noise to all channels is characterized as being band­
limited, white, and Gaussian. 

f. All amplitude limiters are ideal snap-action with ideal pre­
limiting and postlimiting filters of equal bandwidth. 

g. All digital waveforms have an ideal square shape. 

h. All output data signal-to-noise ratios are derived for channel 
demodulators above threshold. 

i. Proper signal design insures no in-channel intermodulation 
products. 
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1.3 System Description 

A physical description of the system concept, spacecraft and ground 
equipment, s ignal des ign, and system operation of the unified S-band 
system has been discussed in volume I of this  series, NASA TN D-2208. 
Although the present volume contains block diagrams of the system channels, 
it  i s  recommended that the reader familiarize himself with volume I prior 
to reading this  volume. 

2.0 GROUND-TO-SPACECRAFT CHANNEL ANALYSES 

The s ignal transmitted from the ground to the spacecraft is  taken as 
a sinusoidal carrier phase modulated by a sum of ranging code, up-data 
subcarrier, and voice subcarrier. Thi s  compos ite signal is  demodulated 
at the spacecraft, and the baseband signal is  routed to the premodulation 
processor for recovery of the subcarriers, and also to the PM modulator 
for down-link transmiss ion. In this  section, we will present the analyses 
of the transponder carrier tracking channel, and also the voice and up­
data channels. 

2.1 Carrier Tracking Channel 

The performance criterion of the spacecraft carrier-tracking channel 
i s  the threshold of the carrier-tracking phase lock-loop. The performance 
of such a loop has been analyzed in appendix C.4. 

The input s ignal power at the spacecraft is  obtained from equation 
A.3. (7), page A-8, as 

L 
s c cos2 (t::,� ) lT J 2 (6.cp.) \ r j ==l o J (1) 

where 

A signal amplitude 

= phase deviation of the up-link carrier by the range code 

��. = phase deviation of the up-link carrier by the jth subcarrier J 
The input noise power, computed in a bandwidth equal to the carrier 
tracking loop noise bandwidth, BN' is  given by 

(2) 
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where 

the magnitude of the flat input noise spectral density. 

From equations (1) and ( 2), we obtain 

(3 ) 

where 

The threshold value of may be determined according to the desired 

specification of the probability of loss of carrier phase lock. The 

reader may refer to appendix C-4 where sc] versus the probability of Nc]BN 
loss of carrier phase lock is treated. 

2. 2 The Voice Channel 

The spacecraft voice channel i s  shown in figure 2.2-1 along with 
the up-data channel. Let the narrowest bandwidth prior to the wide­
band detector be denoted as BLP" Then the input signal-to-noise ratio 
computed in BLP is 

where 

A = signal amplitude 

sJ 
N:JBLP 

�
�nil

= the magnitude of the flat input noise spectral density 
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From equation D . l . 4 . l  (6), page D-7, w e  obtain the voice subcarrier 
s ignal-to-noise  ratio computed  in BLV' the bandw i dth o f  the band-pass  

lim it er o f  the voice channel .  Thus , from this appendix , and t aking into 
consideration the spacecraft lim iter suppression  ( as treated in section 
H. 3 ), w e  obtain  

where 

a.L = lim it er suppres s ion factor 

M = phase deviation of the carrier by the range code r 

Mv = phase deviation of  the carrier by the voice subcarrier 

M. = phase deviat ion o f  the carrier by the . th subcarrier J J 
B1V vo ice subcarrier demodulator pr edet ect ion bandwidth 

( 2 )  

The quality o f  the voice channel may b e  determ ined by comput ing the 
voice informat ion peak-squared s ignal to mean-squared noi se rat io . This  
ratio was chosen because much work has been performed ( reference  23 ) re­
lat ing the peak- s quared s ignal to mean- s quared no ise  ratio to intelligi­
bility with clipping depth as a parameter .  Thus , from equation E .3 . 2 ( 6 ) , 
page E-9 ,  w e  have 

(3 ) 

U sing now equat ions ( 2 )  and ( 3 ) , w e  obtain 



Since 

(5) 

equation (4) becomes 

( 6) 

where 

!:::.f r peak = peak frequency deviation of the voice subcarrier by its 
information 

= bandwidth of voice channel postdetection filter 

Equation (6) gives the voice signal-to-noise ratio in terms of the range 
code, the voice channel parameters, and L subcarriers transmitted to 
the spacecraft. 

2.3 The Up-Data Channel 

Referring again to figure; 2.2-l, che lnput sii:Snal-to-noise ratio 
(SNR) computed in BLP is 

s. l 
N. 

l 
BLP 

From equation D.l.4.l (6) ,  page D-7, we obtain the up-data subcarrier 
SNR computed in BLUD' the bandwidth of the band-pass limiter of the 
up-data channel. 

Thus 

(1) 

ll 



As in the c ase of the voice channel, the peak-squared s ignal to mean­
squared noise ratio will be used to determine the up-data channel 
quality . Thus, from equation E.3.2 (6), page E-ll, we have 

where 

rms K = ---k- of the up-data s ignal. 
p pea 

Us ing now equations (2 )�  (3 ) ,  and the fact that 

we obtain 

where 

aL 
= limiter supress ion factor 

(3) 

(4) 

llfUD peak 
= peak frequency deviation of the up-data subcarrier by 

its information 

BUD 
= bandwidth of the up-data channel postdetect ion filter 

dr:p = phase deviation of the car rier by the range code r 

A!f'UD = phase deviation of the carrier by the up-data subcarrier 

A!f'j 
= phase deviation of the carrier by the j th b . su carrJ.er 
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since the up-data receiver is a subsystem separate from the spacecraft 
S-band subsystem, it is assumed that the output data quality of the up­
data receiver may be uniquely related to the output signal-to-noise 'ratio 

of the up-data subcarrier demodulator, 
S
� Given a specification NunJB • 

for :UQl , equation ( 4 )  may be used to inf�r the channel quality. �JBUD 
3.0 SPACECRAFT-TO-GROUND PHASE MODULATED CHANNEL ANALYSES 

3.1 Carrier Tracking Channel 

There are two performance criteria for the carrier tracking channel. 
One criterion is the input signal-to-noise ratio at which the channel 
thresholds. The other criterion is the input signal-to-noise ratio at 
which the VCO phase jitter is acceptable for Doppler tracking. 

In section F.3, it was shown that the ground carrier tracking loop 
may be treated for threshold as in section C.4, given a knowledge of the 
loop's equivalent threshold noise bandwidth BN. 

The ground-received signal power in the receiver closed loop noise 
bandwidth is obtained from equation F.5.2 (7), page F-36, as 

where 

s c 

2 
-a 

e <Ps 

A g 

e 
2 

-a cps 
L K 

cos2 (6cp eff) n J 2 f6cp.eff) n J 2(�·) r j=l o \ J i=l o � (l) 

= signal suppression factor due to phase modulated noise in 
the spacecraft turnaround channel 

= peak value of the received sinusoidal carrier 

t:.cp eff = t:.cp a.... � r m w 
L 

sin (6cp ) n J (6cp ·) r j=l o J (2) 
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and 

L 
Di:pjeff = 26cpm nw cos �crr)J1f'crj) IT J0 (6crh ) 

h�j 
(3) 

The reader should refer to section F-5 for the discussion of the 
spacecraft turnaround channel and the derivation of equations ( 2) and 
(3). Other terms are defined as: 

/::,.'()_ eff r 

tJ.<.p. ' J I::,. 'Ph 

tJ.<.p. l 

aLS 
t:,.'P· eff J 

= spacecraft turnaround channel phase gain, neglecting limiter 
suppression 

= effective phase deviation of the carrier by the turnaround 
range code 

= subcarrier phase deviation on the up-link carrier 

= subcarrier phase deviation on the down-link carrier 

= spacecraft limiter signal suppression factor 

= effective phase deviation of the carrier by the turnaround 
sabcarriers 

The ground receiver noise spectral density is attributed to the 
normal system noise spectral density ��ni

l plus the phase noise 

transmitted from the spacecraft during the turnaround process. The 
total receiver noise spectral density is defined here as ��nTI 
and it is treated in detail in section F.5.1. Thus, the noise in the 
ground receiver closed loop noise bandwidth BN is 

( 4) 

The signal-to-noise ratio computed in the closed loop noise band­
width may be obtained from ( 1 )  and ( 4) . Thus, we have 

- r:i 
A2 

e cps � 
2 

(5 ) 

Ill 



Since 

equation (5) may be simplified. Thus 

L K 
n J 2 f6�.eff) n 
j=l 0 ' J i=l 

The threshold value of 
s c] may be specified as in section c.4. NcjBN 

3. 2 Angle Tracking Channel 

(6) 

The closed loop noise bandwidth of the angle channel is consider­
ably smaller than that of the carrier tracking channel. Since the angle 
channel depends on the carrier channel VCO for phase reference, the 
angle channel performance is directly t ied to the carrier channel per­
formance. In particular, the angle channel does not perform when the 
carrier channel thresholds. Therefore, equation 3.l (5) may also be 
used to define angle channel threshold. 

3.3 Ranging Channel 
The basic model required to analyze the performance of the ranging 

channel is shown in figure 3.3-l . Since the ranging channel includes 
the spacecraft transponder as well as the ground range clock receiver, 
the reader is urged to read sections F.l and F.5. 

Various terms are defined below: 

S. = input signal _power to the spacecraft receiver lS 
� (w) = spacecraft input noise spectral density n. lS 

= spacecraft signal-to-noise ratio at limiter input, 
co�puted in limiter bandwidth 

l5 



a18 = spacecraft band-pass limiter signal suppression factor 

B18 = spacecraft band-pass limiter bandwidth 

v18 = spacecraft band-pass limiter voltage limiting level 

K� = spacecraft wideband detector gain constant 

A� = spacecraft turnaround channel phase gain constant 
--r'm 8 = spacecraft output carrier power OS 
8. = input signal power to the ground receiver 
lg 

(w) = ground thermal input noise spectral density 

= ground total "equivalent" input noise spectral density, 
including turned aroQnd noise 

ground signal-to-noise ratio at range clock receiver input, 
computed using total equivalent noise spectral density 

clock signal-to-noise ratio at limiter input, computed in 
limiter bandwidth 

BLR = range clock receiver limiter bandwidth 

BN = range clock loop noise bandwidth 

There are two performance criteria for the ranging channel .  One 
concerns the signal-to-noise ratio (SNR), required at the input of the 
range clock receiver to insure that the clock loop (see figure F.l-1) 
is above threshold . The second criterion concerns the input SNR required 
for a given range code acquisition time . 

3 . 3.1 Clock Loop Threshold 
Given a specification for the probability of loss of lock, the 

threshold properties of the range clock loop are implied by the clock 

SNR at the limiter input, :� , computed in B
N

' the clock loop noise 

JB
N 

bandwidth . Combining equation F . l . 4 (1), page F-12, and F . 5.2 (4), 
page F-36, we obtain 

16 
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(l ) 
where 

.6cp eff r 

.6cp.eff J 

: The equivalent turnaround phase deviation of the range code 
on the down carrier as given by equation F . 5 . 2  (5), page 
F-36 • 

= The equivalent turned-around phase deviation of the up­
subcarriers on the down carrier as given by equation F . 5 . 2  
(6), page F-36 . 

= a signal detection loss as defined in section F . l . 3, page 
F-12. 

A correlation loss as defined in section F . l . 3, page F-11 . 

The input SNR computed in BN is given as 

A2 -rl 
a cps ...,l;;l. e 2 (2) 

where 

A = the peak value of the sinusoidal carrier received at the g ground 

cr2 = the mean-squared value of the turned-around phase noise as 
cps given by equation F . 5 . 1  (5), page F-34 .  

The value of ��nT I may be obtained from equation F . 5 . 1  (12), page F-33 . 

Using equation (1) and (2), the range clock loop may be treated for 
threshold as in section c . 4 .  

3 . 3 . 2  Range Code Acquisition Time 

From figure F . l . 5-l, page F-17, the acquisition time for the 
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I 

pseudo-random ranging code may be directly related to the ratio of 
s 

effective output signal-to-noise spectral density ��:� , using equation 

F.l.5 (14), page F-16. 

Combining equations F.1.5 (10), page F-15, and F.5 (4), page F-30, 
we obtain 

where 

sig 
A2 2 -cr 
_g_e q:>s 2 

(1) 

(2) 

and the quantitie s A , cr , , g q>s 6cp eff, �� L and r nTl 
6cp.eff are the same 

J 
as in section 3.).1. 

3.4 The PCM Telemetry Channel 

The PCM telemetry channel is shown in figure 3. 4-1. The figure 
includes only those components of the channel ne ces sary for the analysis 
to follow. 

Let us again define the channel input signal-to-noise ratio as  

where a s  before 

A g = amplitude of the s inusoidal carrier received at the 
ground 

= band-pas s fi lter bandwidth 

(1) 
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ipn (f) = total effective "input" noise spectral density 
T 

At this point the reader should note carefully that 

II 111111 

only when the transponder ranging channel is closed. When this channel 
is open, ip

�
( f) includes the transponder turned-around noise as well 

as the "normal" ground system input noise . The term /Pn (f) is given T 
in appendix F. 6 . l. 

The recovery of a subcarrier using a band-pass filter has been 
treated in appendix D. Thus , from equat ion D.l.4.l ( 6 ), page D-7, and 
appendix F, equation F. 5 . 2 ( 4), we obtain 

where �� eff and ��.eff are as defined in section 3.1 and 

Now 

r J 
2 -0 �s e = signal suppression factor due to phase modulation of the 

down-link carrier by transponder turned-around noise . 

= [:�� �::JB LT 

(3) 

Combining now equations (2) and (3), we obtain 

1 •••••n•••••••••••n•••••• •••••• 

K L �n 
n J 2 (8�.\ TJ J 2 (��.eff) �LPj ��� T = 
i=l 0 1J j =l 0 J B N. 
i#T T lg BLP 

(41 
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Considering now that 

equation (4) becomes 

(5) 

The telemetry demodulator in this report has been considered as a 
specialized detector. As such, it has been treated in section F. 
The reader may refer to this section for discussion of the demodulator 
threshold. 

3.5 The Voice Channel 

The voice information is transmitted from the spacecraft on a sub­
carrier which is also used for transmission of biomedical data. Thus, 
the ground subcarrier demodulator is common to both voice and biomedical 
data channels. The voice channel is shown in figure 3.5-1. The channel 
input signal-to-noise ratio is defined as 

where 

A = amplitude of the signal g 

2 -off's 2 e Ag 
2 

BLP = band-pass filter bandwidth 

��nT/ = input noise spectral density 

(1) 

As in the case of PCM telemetry �� I = �� I only when the transponder nT ni 
ranging channel is closed. Otherwise, it is defined in section F. 6. 
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The subcarrier signal-to-noise ratio may be obtained from appen­
dix D.l.4.1, equation ( 6 ) . Thus 

(2) 

As shown in figure 3.5-1, the voice information is recovered with a low-pass 
filter at the output of the modulation tracking loop. The voice channel 
quality may be determined by computing the peak-squared signal to mean­
squared noise ratio at the output of the voice channel low-pass filter. 
This ratio was chosen by the authors, so that it may be used directly to 
evaluate voice intelligibility. 

Now, from section E. 3 . 2 (6 ) , page E-ll, we have 

(3) 

Using now equations ( 2) and ( 3 ) , we obtain 

(4) 

Now since 

(5) 
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where 

.6cp e:f:f r 

.6cp .e:f:f 
J 

.6cp. l 

6 tv :s:1 2 cos2 ( l><prett) J12 (�) t:l 
irfV 

(6) 

peak :frequency deviation o:f the voice subcarrier by its 
in:formation 

postdetection :filter bandwidth 

phase deviation o:f the carrier by the voice subcarrier 

= phase deviation o:f the carrier by the range code as de­
:fined in appendix E.6 

ha d . t . :f th . b th . th b . p se evla lOn o e carrler y e J su carrler 
turned around in the spacecra:ft as de:fined in 
appendix E. 6 

= phase deviation o:f the carrier by the ith subcarrier 
originating in the spacecra:ft 

The voice channel threshold may be treated as in appendix C . 

3 . 6 Biomedical Data Channels 

The seven biomedical data channels are identical . There:fore , only 
one o:f them will be analyzed here . One o:f these channels is shown in 
figure 3· 6-1. 

Examination o:f :figure 3 . 5-1, section 3 . 5 , reveals that equations (1) 
and (2 ) o:f the voice channel are the same :for the biomedical data 
channels . We may then proceed with the signal-to-noise ratio o:f one 
biomedical data subcarrier at the output o:f the voice and biomedical 
data subcarrier modulation tracking loop . Since the band-pass :filter is 
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used for the recovery of the subcarrier, 
section E . 3 . 1, e�uation (8}, page E-10. SSB� � 1_

�f� 2 

NSB B 2L f� LB 
where 

we may refer to appendix E, 
Thus, 

(1) 

fre�uency deviation of the voice and biomedical data sub­
carrier due to the biomedical data subcarrier in question 

fb = frequency of the biomedical data subcarrier in question 

The detector shown in biomedical data channel may be either a modulation 
tracking loop or an FM discriminator. Excluding threshold considerations, 
the analysis of this section holds for e ither type of detector. 

The recovery of data from a subcarrier using a modulation tracking 
loop and a low-pass filter is covered in detail in appendix E .  Thus, 
from section E . 3 . 2, equation (8 ) , we find that 

(2) 

Using now equations ( l )  and (2 )  of section 3 . 6  and ( l )  and (2 )  of this 
section, we obtain 

where 

K 
Jl

2 (6qy) 1J 
ii=V 

(3) 

K = factor relating the peak to rms value of the baseband P modulation of the biomedical data subcarrier in 
question 
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�
b 

= the peak frequency deviation of the biomedical data sub-
peak 

carrier by its modulation 

�. = bandwidth of biomedical data postdetection filter 

The rest of the terms of e quation (3) are as defined in section 3.6. 
Naw since 

equation (3) becomes 

K 

Jl
2
(6q;v) IT 

i�V 

L 

J 
2 (t::,cp.) n J 

2 (1'::,\j) .eff ) 0 \ J. 
j =l 

0 J 

(4) 

The threshold of the biomedical data channels is essentially that 
of the voice demodulator since voice and the biomedical data subcarriers 
are frequency multiplexed . The voice demodulator threshold treatment 
may be found in appendix D. 

). 7 The Emergency Voice Channel 

The emergency voice channel is shawn in figure 3.7-1. The reader 
is reminded at this point that the emergency voice signal does not con­
tain the "tum-around" noise. This is because the voice signal is mod­
ulated directly on the VCO output while the turn-around ranging channel 
is inactive during this mode of transmission. 

The voice channel input signal-to-noise ratio may be defined as: 

(1) 
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where 

A = amplitude of input signal g 

BLP = bandwidth of band-pass  limiter 

� �ni
l = input noise spectral density 

Again the peak- squared signal to mean- squared noise will be used for 
evaluation of the channel quality. Thus, from section D.l.4 .2 (5), 
page D-8 

where 

(2) 

�V k = peak phase deviation of the carrier by the voice infor-pea mation 

Using now equation (2), and taking into c onsideration the bandwidth 
ratio, we obtain 

where 

(3) 

bandwidth of low- pass  filter used to recover the voice infor­
mation 

Now since 

equation (3) becomes 

(4) 
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The threshold of the emergency voice demodulator is essentially that of 
the carrier tracking loop. The carrier tracking loop threshold has been 
discussed in section 3.1. 

3.8 The Emergency Key Channel 

The emergency key channel is shown in figure 3.8-l. As the figure 
indicates, a beat-frequency oscillator is used for demodulation. The 
reader is reminded that no turn-around noise exists in the channel s ince 
the transponder ranging channel is not active during transmission of 
emergency key. 

Again, the channel input signal-to-noise ratio is defined as 

(1) 

When present, the emergency key signal appears as a subcarrier in 
the incoming signal. Thus, from equation D.l.4.1 (5), page D-7, we 
find that the signal-to-noise ratio of a subcarrier, recovered by a 
band-pass filter, at the output of a modulation restrictive loop is 

(2) 

where 

6�K = phase deviation of the carrier by the key subcarrier 

However, since 

(3) 

Equation (2) becomes 

(4) 

Now since 
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I 

equation (4) becomes 

where BK = key postdetection filter bandwidth 

The emergency key channel threshold is essentially the carrier loop 
threshold. Thus, the reader may refer to section 3 . 1 for threshold 
relations of the key channel . 

4. 0 SPACECRAFT-TO-GROUND FREQUENCY MODULATED CHANNEL ANALYSES 

(5) 

The spacecraft frequency modulated carrier is assumed to contain 
television at baseband and two subcarriers . One subcarrier is identified 
as the PCM telemetry subcarrier, and may contain either high or low bit 
rate real-time telemetry or apparent high bit rate recorded telemetry. 
The other subcarrier is identified as the voice subcarrier, and may con­
tain either real-time clipped voice plus biomedical data, or recorded 
voice . 

The following sections will treat separately the output data signal­
to-noise ratios for television, voice, PCM telemetry, and biomedical 
data . The reader should note that the mathematical relationships will 
involve K subcarriers, rather than two, in order that these relation­
ships remain general. 

4.1 Carrier Demodulation Channel 

The performance criterion for the carrier demodulator, which is a 
modulation tracking phase-locked loop, is its threshold . The demodu­
lator threshold may be treated as in appendix C given a knowledge of 
the equivalent closed-loop noise bandwidth BN. The FM carrier demodu-
lator is shown in figure 4 . 1-1. The input signal-to-noise ratio is 
taken as 

sJ N�JBLP (1) 
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I� 

where 

A sinusoidal carrier amplitude 

I� I input noise spectral density magnitude ni 
BLP = bandwidth of the band-pass limiter 

At this point we will assume that the carrier channel loop noise band­
width is much larger than the bandwidth of the band-pass limiter pre­
ceding it . Therefore , the threshold of this channel can be treated as 
in section C . 5 . 

4 . 2 Television Channel 

The performance criterion for the television channel is its output 
data signal-to-noise ratio. Since the television demodulator is the 
carrier demodulator, its thre shold is treated as stated in section 4.1. 
Figure 4. 2-1 shows the television demodulator . 

The input signal-to-noise ratio is taken as 

where 

A 

(l) 

sinusoidal carrier amplitude 

input noise spectral density 

= width of the band-pass limiter which feeds the carrier de­
modulator 

The ratio of peak-squared signal to mean-squared noise out of the 
output low-pass filter is taken from equation E.3.2 (6) , page E-ll. 

Thus 

where 6fTV is the peak frequency deviation in cycles per second of 
the television signal on the carrier. 
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Utilizing a peak to rms factor Kp, for the television waveform, 
as in section D. 3 . 2, the mean-s�uared output signal-to-noise ratio 
is given as 

8TV� 
= K 2�� pea� N p NTV TV J?w (3) 

From e�uations (2 ) and (3 ) the data output signal-to-noise ratio is 

However, since 

then 

(4 ) 

4 . 3 PCM Telemetry Channel 

The performance criteria for the telemetry channel are its output 
data signal-to-noise ratio and the telemetry demodulator threshold . 
Figure 4 . 3-1 shows the telemetry channel . 

The input signal noise ratio is taken as 

where 

A sinusoidal carrier amplitude ��ni l = input noise spectral dens ity 

BLP = width of the band-pass limiter which feeds the carrier 
demodulator 

(1) 
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The telemetry subcarrier signal-to-noise ratio at the carrier 
demodulator output , computed in BLS ) the bandwidth of the subcarrier 
band-pass limiter, is taken from equation E . 3 . 1 ( 8 ) ,  page E-10 . Thus , 

where 

fT = subcarrier frequency 

�T = peak frequency deviation of the subcarrier on the carrier 

Equation (2 ) employs the assumption that 

(2) 

_!_�L� 2 << l (3 ) 12 [fT] 

Now the output data signal-to-noise ratio may be obtained . Thus , 

where 

BT 
= bandwidth of the postdetection filter 

Using now equations (2) and (4 ) , we obtain: 

However, since 

(5) 

(6) 
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The threshold of the telemetry demodulator has been discussed in 
section F. 3 where the demodulator analysis is given. 

4. 4 Voice Channel 

The performance criteria for the voice channel are the data output 
signal-to-noise ratio and the voice subcarrier demodulator threshold. 
The voice channel is shown in figure 4. 4-1. 

The input signal-to-noise ratio, computed in BLP' the bandwidth 
of the carrier band-pass limiter is taken as 

where 

A2 

= --=2=----
2 lipnil �p 

A = sinusoidal carrier amplitude 

input noise spectral density 

(1 ) 

The voice subcarrier signal-to-noise ratio at the carrier demod­
ulator output, computed in BLS' the subcarrier band-pass limiter band-
width, is taken from equation E. 3 . 1 (8 ) ,  page E-10, as 

(2 ) 

where 

fSV = voice subcarrier frequency 

6fSV = peak frequency deviation of the subcarrier on the carrier. 

Equation (2 ) uses the assumption that 

( 3) 

The peak-squared signal to mean�squared noise at the low-pass 
filter output , computed in B , the low-pass filter bandwidth is taken v 
from equation E. 3 . 2 ( 6 ) , page E-11 , as 
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( 4 } 

where 

peak frequency deviation of the voice s ignal on the 
voice subcarrier 

From equations (2 ) and ( 4 )  the output data s ignal-to-noise  ratio 
is  given as 

(5)  

However , since 

( 6) 

The threshold of the voice demodulator may be treated as in appendix C. 

4 . 5  Bi omedical Data Channel 

The performance criteria for the biomedical channels are the data 
output signal-to-noi se ratio ,  the individual biomedical subcarrier de ­
modulator thresholds , and the voice demodulator threshold , since the 
biomedical subcarriers are frequency multiplexed with the normal voice . 
Only one biomedical channel i s  treated in thi s secti on ,  s ince the gen­
eral equations are the same for all biomedical channels . 

The input signal-to-noi se rati o ,  c omputed in BLP ' the carrier 

limiter bandwidth i s  taken as 
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where 

A = sinusoidal carrier amplitude 

I �  I = input noise spectral density ni 

The voice subcarrier signal-to-noise ratio at the carrier demod­
ulator output, computed in BLS' the subcarrier limiter bandwidth, is 
taken from eQuation E. 3 . 1  (8 ) , page E-10, as 

( 2) 
where 

fSV = voice subcarrier freQuency 

D£
SV = peak freQuency deviation of the subcarrier on the carrier 

EQuation (2 ) uses the assumption that 1 [Bw�2 12 fsv 
<< 1 (3 ) 

The biomedical subcarrier signal-to-noise ratio at the output of 
the voice subcarrier demodulator, computed in BLB' the biomedical 
subcarrier band-pass limiter bandwidth, is taken from eQuation E. 3 . 1 ( 8 ) ,  
page E-10, as 

where 

(4 ) 

fSB = biomedical subcarrier freQuency 

D£
SB = 

peak freQuency deviation of the biomedical subcarrier on 
the voice subcarrier. 

EQuation ( 4 ) use s the assumptions that the noise spectral density out 
of the voice subcarrier demodulator may be considered flat across the 
biomedical subcarrier limiter bandwidth, and that 
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_L �BL�l 2 
<< 1 

12 [r8:rij ( 5) 

The peak-squared signal to mean-squared noise ratio at the output 
of the low-pass filter, computed in BB' the low-pass filter bandwidth, 
is taken from equation E. 3. 2 ( 6 ) ,  page E-11, as 

( 6 )  

Using a peak-to-rms factor, K , for the biomedical data signal, p 
the mean- squared data signal-to-noise ratio at the output is taken 
from equation E. 3 . 2 (7) , page E- 11, as 

s;] = K 
2 1 ( 8B peak )� ( 7)  N�� p [ NB J BB 

Combining equations ( 2 ) ,  (4) ,  (6 ) , and ( 7) , the output biomedical 
data signal-to-noise ratio is given as 

However, 

equation 

s� 
NB BB 

since 

2 K 2tMB peakrtM, 2�svr�Bwj �ij 
4 p BB f SB fSV � N i BLP 

[::j [:� Bw 0 �� BB 

(8) becomes  

� NB B B 
t K 2fuB pea f�Msf�svr�ij 

P BB fSB fSV Ni BB 

(8) 

(9) 

The threshold of the biomedical data channels is e ssentially that 
of the voice demodulator since voice and the biomedical data subcarriers 
are frequency multiplexed. 



APPENDIX A 

ANGLE MODULATION 

As explained in volume I of this series , the Apollo lunar communi­
cation system employs sinusoidal angle modulation. In particular, both 
phase modulation (PM) and frequency modulation (FM) are employed. It 
is the purpose of this appendix to derive usable mathematical models 
for two angle modulated signals. The first sinusoidal signal is modu­
lated by K sinusoidal subcarriers. The second signal is modulated by 
the sum of K sinusoidal subcarriers plus a rectangular wave , generated 
from a pseudo-random ranging code. 

A. l Basic Considerations 

A sinusoidal angle modulated signal may be simply represented as 

where 

s (t ) = A  cos � (t ) 

A signal amplitude 

� (t ) time variation of the sinusoid 

(l ) 

If a signal function, f (t ) , is to be incorporated in the signal, 
two simple methods may be used. For phase modulation, let 

Ht ) 
then 

w t + f(t ) c (PM) ( 2) 

(3) 
If w is taken as the unmodulated fTequency of the sinusoidal signal c 
(or carrier ) , then it is seen that the signal function f(t ) appears 
directly in the signal phase . For frequency modulation, let 

Ht ) (FM) 

then 

(4 ) 

(5 ) 
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Now, the instantane ous fre quency of the s inus oidal s ignal may be defined 
as the time derivative of the angle * (t ) 

F(t ) = � (t ) = UJ + f(t ) 
c 

It is s e en that in FM, the s ignal fUnction f(t ) appears dire ctly in 
the s ignal frequency. 

Ba sed on the pre ceding equat ions , one n otation may be used t o  
repre sent e ither PM or FM modulated s ignals . 

� (t ) i s  the e quivalent phase modulation of the signal. In t erms of 
s 

a s ignal function f (t ) ,  

(6)  

(8)  

for FM :  � s(t ) = �f(t ) dt 
t 

(9 ) 

Most use ful periodic s ignal functions can be repre sented as terminated 
Fourier serie s in the form. 

K 
f(t ) = a  + r.: ri 

c os UJ .  t + b . s in UJi� 0 
i =l � � 

(10) 

K 
cos [w

i
t + eJ f(t ) = c + r.: c .  

0 
i =l 

� 
(11) 

or 
K 

s in [w
i

t + �J f(t ) = d  + r.: d .  
0 

i =l 
� 

(12 )  
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where 

c and d are constants 0 0 

For a given signal fUnction, c and 0 d are non-time varying and 0 

( 13) 

convey no inrormation.  They will be 
the signal fUnction may be derined 

deleted ror simplification. Then 

f(t )  
2: f s1n 
K { . } 

i:=l i cos 

where the brackets indicate "either/or". 

For PM we may define 

K 
cp (t )  "" 2: � .  sin !wit +  cpil 

s i=l 1 L � 
where 

6Wi = peak phase deviation due to the ith component. 

(14 )  

( 15 ) 

It is seen that the derinition or equation (15 ) places no restrictions 
on cpi . For the case where cp8

(t )  represents K subcarriers, the 

subcarriers themselves may be angle modulated, in which case cp
i 

is a 

function or time . 
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For FM, we may define the frequency function 

K 
� ( t )  s = 2:; /':,W . COS rill . t + 9 l 

i =l J_ l J_ i J (16)  

where 

t;,w . = peak radian frequency deviation due to the ith component J_ 

It is seen that the definition of equation (16) places no restriction 
on ei . For the case where �8 (t )  represents K subcarriers, the 
subcarriers themse lves may be angle modulated, in which case e .  is J_ 
a function of time . It is difficult to determine , analytically, the 
equivalent phase modulation � ( t )  when e .  is a function of time , s J_ 
due to the difficulty of integrating the frequency funct ion. However, 
this difficulty does not invalidate the c oncept of representing FM by 
an equivalent phase modulation. 

A. 2 The Carrier with K Subcarriers 

This signal may be represented as 

s (t )  = A {sin} E t + co ( t� cos c ' s  :J 

We will examine first, the PM case . Let 

Then 

� ( t )  s 

s ( t )  = A { sin } � t + cos [c 
K 
t 6Cfl. 

i=l J_ 
Equation ( 3 )  has previously been treated by Giacolleto (ref . l ) . The 
result obtained is 

A-4 
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s ( t ) = A 

00 00 E--I: K 
n 
i=l 

( 4 )  

The Bes sel function expansions and summing processes  leading to equa­
tion ( 4 )  are unaffected by the t ime behavior of �i ' Therefore �  

equation ( 4 )  i s  valid for angle modulated subcarriers . 

The res idual carrier is  defined as that t erm remaining aft er modu­
lation at the frequency w of the unmodulated c arrier . Observation c 
of equation (4)  shows that the res idual c arrier t erm of frequency w c 
i s  that term for which all n .  are ident ically zero . l 

Then 

s ( t ) c 

n .  = 0 l 
K 

- A n J 0 (6�i) {�!� } 
i=l 

w t c 

( 5 ) 

( 6 )  

The FM case may be treated exactly only for unmodulat ed subcarriers � 
where e .  i s  constant . The case may be treat ed approximately i f  the 

l 
greatest frequency component in e .  l is much less than the subcarrier 

frequency w . •  l The equivalent phase modulat ion is  

cp ( t) s 

t::,w i (7 )  

( 8 ) 

A-5 



The equivalent peak phase deviation is seen to be 
b,.W. """ ]_ �i - -w:-]_ 

Then, the liM signal may be represented as  

s (t ) e:: A Sln W t + L: 1 { . } [ K b,.W. 
cos c i =:h wi 

Equation ( 10 )  holds only with the restriction on e . ,  previously ]_ mentioned. The Giacoletto (ref. 1 )  expansion is then 

As in equation ( 6) the re sidual carrier is obtained as 

s (t ) � A n r (t:,wi)� c . 1 0 w . ]_= ]_ 
{ sin} w t cos c 

A. 3 The Carrier with K Subcarriers and Range Code 

(9 ) 

( 10 )  

( 11 )  

( 12 ) 

This section extends the Giacoletto (ref. 1 )  expansion for a carrier which is phase modulated by K sinusoidal subcarriers plus a 
square waveform, repre senting a pseudo-random ranging code . 

The modulated signal is represented as 

s (t ) 

where t:,cp r and ct (t ) 
surned that states . 

A-6 

= A  {sin} [ t + t:,cp ct (t ) + cos [c r 
K 
l:: i=l 

is  the peak phase deviation of the range code on the 
is a code waveform, having only the values ±1. It -is 

the code makes instantaneous transitions between the + 

( 1 )  

carrier, 
as-
and - 1 



I I  

Eq_uation (1) may be expanded as 

s (t ) = A 

( sin �rct (tTI i cos §'Pr�t (t� 
sin 

Now 

and 

Combining equations (2) ,  ( 3 ) , and ( 4) ,  we obtain 

s (t ) = A  
K 
L: L'q) .  
i=l l 

IU) t + � � -L c i=l l 

( 2 ) 

(3 ) 

( 4) 

sin 

sin (5 ) 
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EQuation ( 5 ) contains two expressions which may be treated with the 
Giocoletto (ref. 1 ) expansion to give 

s (t ) = A  

K 00 00 K 

+ L: ni(wit 

cos 6� 
r L-- - -L: n 

i=l 
i=l n =-oo 

1 

( 6 )  

EQuation (6 )  will be used subseQuently in appendices D and G to obtain 
explicit expressions for detected subcarriers and range code . As in 
eQuation A. 2 ( 12 ) , page A-6, the residual carrier term may be obtained 
as 

K 

sc
(t ) = A cos (6�r) 1] [ro (6�i)] { ��: } w

e
t (7 )  
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APPENDIX B 

NOISE 

This appendix sets down all the relationships for noise which are 
used in the remainder of the document. The governing assumption shall 
be that all noise proce sse s  encountered at the input s of the various 
systems and subsystems shall be considered as characterized by Gaussian 
statistics .  That is ,  all input noise wave forms will be  taken as sta­
tionary, random, Gaussian processe s .  Since the treatments of Gaussian 
proce sses and combinations of deterministic signals summed with Gaussian 
noise are well documented, only the pertinent results will be set down 
here , along with re ferences to the original treatments. 

B . l The Narrow-Band Gaussian Random Proces s  

A Gaus sian noise proce ss  which has a spectral width, hf, much le s s  
than its center freQuency, fc , can be expressed in a very meaningful, 
useful form. A sample function of the process  will be represented as 
n(t ) .  The sample function n (t )  may be expre ssed as the difference of 
two c omponent s in phase Quadrature as in re ference 2.  

n(t ) = x(t)  cos w t - y(t ) sin w t c c (1 )  

where w is  the radian center freQuency of  the spe crum of  n (t ) .  c 
Bennett (ref. 2 )  shows that x(t ) and y(t )  are sample functions of 
independent Gaussian proce sses .  Davenport and Root (ref .  3 )  show that 
the possible value s of x (t )  and y(t)  are determined by Gaussian 
variable s x and y, which have expected values,  or means, of zero, 
and whose variance s are related to the variance of the original sample 
function n (t )  by 

(2 )  

More over, i f  the narrow-band proce ss i s  characterized b y  a noise spe ctral 
density, �n( w) watts per cycle of bandwidth, the spectral densities of 
the x and y component s  are related as 

�x( w) = <1i/w) = �n (w + cJ.Jc) + <1in (w - we) (3 )  

where eQuation ( 3 )  holds regardless of limitations of bandwidth of the 
original proce ss  (re f. 2 ) .  
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A transformation from rectangular to polar coordinates yields 

n(t ) = p(t ) cos �ct + cp(t )J (4) 
where p(t ) is identified as the "envelope" , and cp(t ) the "phase" of' 
n(t ) . Both p(t ) and cp(t ) are sample functions of random processes 
which are not independent (ref. 3 ) . The density of the random variable 
p is Rayleigh, while the density of the random variable � is uniform 
in the range ( o, 2� ) .  

It should be noted that since spectral densities of time functions 
are either Fourier transforms of autocorrelation functions or products 
of Fourier transforms with conjugate Fourier transforms, and since the 
original time fUnctions are real, then the spectral densities are two­
sided; that is, the spectral densities exist for positive and negative 
real frequencies .  

A special case of the Gaussian narrow-band process occurs when the 
spectral density, Pn (w) , may be considered, within the narrow frequency 
region of interest, to be a constant. That is, for a center frequency, 
w , it may be assumed that c 

� 0; all other w 
where IPn I is a constant. 

< t:,.w 
- 2 

P (w)  consists of two n 

( 5 ) 

square blocks of intensity 
The spectrum of 

��n I and width t::.w, centered on +W c and 
-w , respectively, as shown in figure B. l-1. c 

-I 
I 

-W c 

1--

1 
t 

Figure B . l-l . - Input noi se spectrum 

+W c 

Then the low frequency c omponent s have spectral dens it ies 

= 0 ; all other w 
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This special case is useful in the treatment of thermally generated 
noise proces ses . 

B. 2 Angle Modulated Carrier Plus Noise 
This section treats the sum of an angle modulated (PM or FM) car­

rier plus Gaussian narrow-band noise . It is assumed that the carrier 
is centered in the spectral density of the noise . The signal is repre­
sented as 

where 

A 

w c 
qJ ( t ) = s 

carrier amplitude 

carrier radian fre�uency 

carrier "equivalent" phase modulation as treated in 
appendix A 

The sum of signal plus noise is written as 

where 

s(t ) + n(t ) = A  cos ret + �:ps (t� + n(t ) 
n(t ) = a sample function of a narrow-band Gaussian process 

( 1) 

( 2 )  

( 3 ) 

s ( t ) + n( t ) = [!t cos �P8 ( t ) + x (t )] cos wet - [A sin �Ps ( t ) + y (t)] sin wet 
( 4) 

A transformation to polar coordinates gives 

s ( t ) + n(t ) = A(t ) cos [wct + lji ( t� ( 5 )  
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where 

A(t ) 

sin 

1 
sin 'I' 8 ( t ) + y( t TI 2} 2 

A sin � (t ) + y(t ) 
Ht ) = s 

A(t ) 

A cos � (t ) + x (t ) 
cos H t ) = ----=-s-.----.��� A(t ) 

V (t ) = arc tan [� sin cos � s ( t ) + y( t )] 
� (t) + x(t ) s 

(6 )  

( 7) 

( 8 )  

Equation (5 ) shows that the effect of summing Gaussian noise with an 
angle modulated carrier can be interpreted as that of producing a sig­
nal which is simultaneously amplitude and angle modulated. It is seen 
that the amplitude or envelope function A(t ) is not negative . 

For the special case of an angle modulated signal embedded in 
narrow-band white Gaussian noise with a relatively high ratio of carrier­
to-noise, Bennett (ref. 2 )  has shown that equation ( 3 ) and ( 5 )  may be 
well approximated by 

s (t ) + n (t ) oe A cos �ct + <P/t ) + y1t� ; A2 » lCt ) ( 10 )  

Thus , in the low-noise case , additive white band-limited Gaussian noise 
may be considered to add a separate "phase " j itter to an angle modulated 
signal. Where the approximation holds, the phase noise may be considered 
to be a sample function of a Gaussian process . Thus , for the special 
case , the spectral density, ��(w) , of the phase noise may be expressed as 

or 

4? ( w) 2 1� 1 � (w) = y = 
n 

• l w I < 6.w 
� A2 A2 ' 2 

< /:':,W w -2 
where S is the angle modulated carrier power. 
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B. 3 Transmission of Signal Plus Noise Through 
a Perfect Band-pas s Limiter 

The treatment of passing a carrier plus Gaussian noise through a 
limiter is complex and has been performed by Davenport (ref. 4 ) , Mid­
dleton (ref. 5 ) , and others. Section H. 3 summarize s same results of 
Davenport ' s  analysis . 

The treatment here will be more intuitive , drawing on Davenport ' s 
results as needed . Figure B. 3-l shows the block model. 

s(t ) Band-pass z(t ) Ideal v1 (t ) Band-pass 1 
-

n(t ) filter limiter filter 

Figure B. 3-l. - Limiter model. 

The sum of input signal plus noise is taken in polar form from 
e�uation B. 2 (5 ) , page B- 3 ,  as 

s (t ) + n(t ) = A(t ) cos Ect + Ht)J ( 1 ) 

The ideal characteristics of the limiter output v1( t ) are represented 
as 

where 

v1(t ) = +V • z ( t ) > 0 L' 

0 z( t ) 0 

VL = voltage limiting level 

z(t ) s ( t ) + n(t ) (2 ) 

The output filter of the limiter is assumed to be a perfect band-pas s 
filter having a flat amplitude transmission characteristic, s�uare fre­
�uency cut-off characteristic, and flat phase transmission characteristic 
across the pas s-band. The transmission constant is arbitrarily taken as 
unity. The filter pass-band is assumed wide enough to pass all zonal 
energy associated with the carrier fre�uency w and narrow enough to c 
reject all other zone s . From Davenport (ref. 4 ) , the total power PL 
out of the band-pass filter is taken as 
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PL = 8�:�2 ( 3 ) 

The output waveform l(t ) i s taken as 

(4 ) 

As in equation B. 2 (10) , page B-4, for the special case of narrow-band, 
white Gaussian noise and high carrier-to-noise ratio, equation (4 ) may 
be approximated as 

For this special case , the phase noise spectral density is given as 

where 

ip ( w) = / ipn / . 
cp 8 J l w l < �w 

2 

( 5 ) 

(6 )  

constant value of the white noise spectral density into the 
limiter 

8 = limiter input signal power 

�w = bandwidth of the input noise spectral density 

B. 4 Transmis sion of Signal Plus Noise Through 
a Perfect Product Device 

B . 4 . 1 A Nonprelimited Product Detector 
The product detector of figure B . 4 . 1-l is fed an angle modulated 

signal plus narrow-band white Gaussian noise . The reference signal has 
negative sine phase with respect to the angle modulated carrier . 
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_
t
_
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�
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m�t ) 

l 
-sin w t c 

Figure B . 4 . 1-l . - Nonprelimited product detector 



,� 

I The product detector is assumed to have some gain constant, K�, and to 
reject all except the "d. c . " or difference terms of the product. Then 

m(t )  = -K� sin wet [s (t ) + n(tU (l ) 

(2 ) 
The difference terms at the output are 

m(t) = K 1  f::. sin � ( t ) + K 1 ri.:U � 2 s � 2 ( 3) 

It is seen that the Gutput function is easily separable into a signal 
component, s (t ) , and a noise component, n (t ) ,  as m m 

s (t )  = K 1 f::. sin � (t ) m � 2 s 

The output noise spectral density is given as 

2 
K '  

�
n ( w ) = � �

y
(w) 

m 

0 
B . 4 . 2  A Prelimited Product Detector 

W < !:::,W 2 

; all other w 

( 4 ) 

( 5 ) 

(6 ) 

(7 )  
The band-pass limiter of  figure B . 4 . 2-l is fed an angle modulated 

signal plus narrow-band Guassian noise and drives a product detector , 
having gain constant K '�. 
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The reference signal has negative sine phase .  

K '  
cp 

s (t ) + n(t )  I Band-pas s  I l(t ) f\1\ m(t ) 
Or-----'" limiter

_ 
t-_______ .,. \{y-----0 

� 
- sin w t c 

Figure B. 4 . 2-l. - Prelimited product detector 

From e�uation B. ) ( 4 ) ,  page B-6, 

( 1 )  

where VL is  voltage limiting level. E�uation B. 2 ( 9) ,  page B-4, de­

scribe s � (t ) .  Then 

m( t )  = -K 1 sin w t 1( t )  cp c 

The "d. c . " or difference term is given as 

m( t )  H t )  

From e�uation B. 2 (7) page B- 5 

_ 2VLK� �A sin cps (t ) + y(t )J m(t ) - rt l A(t) 

(2 )  

( 3 ) 

( 4 )  

( 5 )  

For the special case o f  relatively high signal-to-noise ratio into the 
limiter, the approximation holds that 

A(t ) =: A  ( 6 )  
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and 

I 
2VLK � ·"'t '� 

m(t ) == cp sin cp ( t )  + � 11 s A ( 7) 

Where the approximation holds,  the product detector output is  separable 
into signal and noise components 

I 
2VLKcp s (t ) = -- sin cp (t ) 

m 11 s 

2V K '  
n ( t ) = 1 - ( t ) m ---:;;: y 

and the output noise spectral density i s given as 

= 0 

B . 4 . 3  A Nonprelimited Product Mixer 

< b.w 
2 

all other w 

( 8) 

( 9 ) 

( 1 0 )  

For the device shown in figure B . 4 . 3-l , several conditions are stated . 
The input to the product device ,  having gain constant K '� , is an angle 
modulated signal and narrow-band Gauss ian noise ,  centered on a radian 
frequency w . The reference s ignal has negative sine phase , arbitrarily , c 
and is of a frequency wd such that the output spectra of the sum and 
difference terms do not overlap . The ideal band-pas s filter transmits 
all energy associated with the difference terms , arbitrarily , and rej ects 
the sum terms . 

K l 
cp 

s ( t )  + n(t ) t(/\ m(t )  Band-pass o�------------�·���--�----��� filter Kf 

1 .  
-s�n w t c 

Figure B . 4 . 3- l . - Nonprelimited product mixer 

v (t ) � 0  ....., 

B-9 



The band-pass filter has an arbitrary gain constant Kf. 

vo (t ) = Kf �Ct] difference (l ) 
terms 

m(t ) = - K� sin wdt � (t ) + n(t8 ( 2 )  

( 3 ) 

I 

v0 (t ) = �f {A sin �"'c - "'d) t + <P/t� + x (t ) sin ("'c "'d)t 

+ y(t ) cos ("'c - "'d)t} 
( 4 )  

It i s  seen that the output function consists of a signal component and 
a noise component. 
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The output signal a.nd noise functions have the same form as the input 
functions, being merely multiplied by constant s  and translated in fre­
quency. Equation ( 6) can be transformed to the usual recognizable form 
of equation B. l ( l ) , page B-l ,  by a suitable redefinition of variables .  
For the special case of white Gaussian noise at the input, the output 
noise spectral density is given as 

� (w) n 0 
0 ; all other w 

It is interesting to c ompute the ratio of output carrier puder s 0 

(7 )  

to  

tne magnitude of  the output noise spectral density for the white Gaus-
sian case 

where 

s 0 

S = input carrier power 

[�2 �2 
[�2 

j •n j 

� �
n
� = magnitude of the input noise spectral density 

( 8 )  

( 9 ) 

It is seen that the ratio is constant through a perfect product mixer 
and ideal band-pass filter, regardles s  of transmission gain constants . 
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APPENDIX C 

PHASE-LOCKED LOOP THEORY 

C . l A Physical Approach to the Phase-locked Loop 

cp 
0-----.. .. � 

s . (t )  � ]_ m( t )  

v ( t  v ) 

Loop 
filter 

Voltage 
controlled � 
oscillator 

Figure C . l-1. - Physical loop model 

vd( t )  

Figure C . l-1 shows a model o f  the phase-locked loop which i s  es sen­
tially a closed loop feedback multiplier. The device consi sts of a 

I 
multiplier, having multiplication constant Kcp, a loop filter, of the 

law-pass type , and a voltage controlled oscillator (VCO) . The physical 
operation of the loop may best be explored by assuming a noiseless  input 
signal, s .  (t ) .  ]_ 

The input signal is taken as  an angle modulated sinusoid of ampli­
tude A, frequency w ,  having "effe ctive" phase modulation cp . (t ) . c ]_ 

( 1 )  

Without loss of generality, the VCO may be considered t o  produce 
an angle modulated sinusoid of amplitude A , frequency w , having an v c 
e ffective phase modulation cp ( t ) ,  and having negative sine phase with 0 
respect to the input signal. As suming negative sine phase and a 
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fre�uency w exactly e�ual to the input signal fre�uency is not a re­c 
striction on generality, since a term linear in t 
be taken in the otherwise unspecified output phase 

The output of the multiplier m(t ) is  

and a constant may 
cpo(t ) . 

(2 ) 

(3 )  

( 4 )  

It may now be assumed that the multiplier i s  fully balanced so 
that the double fre�uency term is rejected. Also, the low-pass filter 
will not pass double fre�uency components. In any event, the desired 
low-fre�uency multiplier output is given as 

( 5 ) 

The VCO driving function vd(t ) i s  given as the time convolution 
of the multiplier signal with the impulse response function h(t)  of 
the low-pass filter. 

Assuming zero initial conditions at time zero 
co 

co 

C-2 

(6 )  

----------···· · " ·--



The output phase cp (t )  0 of the VCO is  proportional t o  the time 

integral of the driving signal. The proportionality constant is K v 

Thus 

Equation ( 9 )  is  the 
VCO phase response to an 
the output phase cp ( t )  0 

(8)  

(9)  

exact nonlinear . integral equation giving the 
input phase function. Equation (9 )  shows that 
re sponds to the input phase cp. (t ) ,  but the l 

equation doe s  not give one an intuitive " feel" for the manner in which 
the loop responds.  

Suppose , through some unspecified means ,  over some interval of 
time, the output phase approache s and remains near the input phase , say 
within 30° .  Then the sine function of the input-output phase difference 
is very nearly the phase difference itself. Equation (9 )  may then be 
re�ritten, �ith good approximation, as  

( 10 )  

Equation (10 )  is linear and easily Laplace transformable . First, assum­
ing the integrand is well behaved, the order of integration may be 
changed to give 

cp (t ) 0 ( 11)  

Defining the Laplace transform of cp(t ) to be � ( s ) ,  equation ( 11 )  may 
be transformed to 

- S 'T" 
� ( s )  0 _e __ d'T" s ( 12 )  
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-s'T  e d'T ( 13 )  

Now the integral over 'T 
the Laplace transform or 
will be labeled FL( s ) . 

of the loop filter impulse response is simply 
the transfer function of the loop filter which 
Then 

( 14 ) 

Next, a gain constant for the loop is defined as 

( 15 )  

and equation ( 13 )  i s  rearranged as 

( 16 )  

s 

The form of equation ( 15 )  is well known from the the ory of servo­
mechanisms , repre senting a linear servo loop whose output � (t ) is  0 

�. (t ) , and having a loop gain function l subtracted from its input 
FL ( s ) 

K -----. The tracking properties of servomechanisms are well known and s 
well documented (ref. 6 ) .  There fore , once the VCO phase of a phase­
locked loop is  brought sufficiently near the input phase so that the 
loop operates linearly, then the loop operate s as a linear servomechan­
ism for phase . The loop output phase will "track" the input phase 
within the dynamic capabilities of the servo as determined by the loop 
filter transfer function FL ( s ) ; hence , the name " phase-locked loop. " 

C . 2 The Linearized Model o f  the Phase- locked Loop 

From the work in the pre ceding section, it is evident that as long 
as the output phase tracks the input phase closely enough, say within 
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30° , the loop may be described for pha se by linear transfer functions . 
Equation C . l ( 15 ) ,  page C-4, may be written in an expanded form from 
which the equivalent linear model of the loop, for phase , may be drawn 
by inspe ction.  

� ( s ) 0 
qs) J_ 

( 1 ) 

K cp Loop 
filter 

E (  s )  FL( s )  

VD( s ) 

vco 
s) KV -

s 
� ( 0 

Figure C . 2-l. - Linear loop model 

Inspection of equation ( 1 )  and figure C . 2-l  shows that the multi­
plier has been replaced by a phase subtracter with gain constant Kcp' 
which is proportional to the multiplier gain constant K� and the 

amplitudes of the input signal A and VCO signal Ay· 

AV� Kcp = -2- ( 2 )  

C . 2 . 1  The Closed Loop Transfer Functions 
From the linear model of the loop three transfer functions of intere'st 

may be derived . These three functions relate the input s ignal phase 
� . ( s )  to the output signal phase � ( s ) , the VCO driving signal VD ( s ) , 1 0 
and the phase error signal E ( s ) . 
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(l ) 

(2 )  

( 3)  
J<VKq?FL( s ) 

l + __;_ __ .J..,..,.:::,____ 
s 

Equations (l) , ( 2 ) , and (3 ) hold for any loop filter. They may be 
speciali zed for the usual loop filter transfer functi on which has one 
each, real, finite transmission zero, and pole . 

where 

F ( s ) � K � 
L f � 

Kf = filter constant, a dimensionle ss  number 

The closed loop trans fer function may now be written as 

G( s )  

A total gain constant K may now be defined as 

The three transfer functions may be rewritten as 

c-6 

G (  s ) = K I. 8 - z l Ls2 + s (K - p ) - Kzj 

(4 ) 

( 5 ) 

( 6 )  

( 7 )  



' 11 f 

' ! 

s ( s - p) 
s (K - p ) -

(8 )  

( 9) 

It is seen that the denominators o� the trans�er fUnctions are o� 
-the �orm 

where 

(J) n 

s = 

D ( s ) 

-y::K; 

K - p 
2� 

= s
2 

+ 2 SW s + w 2 
= s

2 + s (K - p ) - Kz n n 

A valid approximation �or mo st second order loops is that 

then 

and 

K >> - p 

(J) 
n z == - 2s 

( 10 )  

(11) 

(12) 

(13) 

(14) 

(15) 

It is in�ormative to draw the asymptotic Bode diagrams o� the 
steady state transfer �unctions . It should be understood that these  
diagrams are valid only so long as the loop is  locked and is  operating 
linearly. The diagrams apply only to periodic input phase functions . 
There are certain aperiodic phase functions �hich will cause the loop 
to become nonlinear and to unlock. These  functions will be examined 
in a �allowing section. 
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db 

a .  

0 �
· tu 

I IPI j z l j tu = V-Kz 
I n 

I 
I I 20log10Kcp 

� ) 1 
b.  I 

I tu 0 ·- - - � 

I 
I 

VD(jw) 
20logloKcrKf' 

� . (jw) 1 
c .  

0 ·-· tu 

d. 
0 �----------------------� tu 

Figure C . 2 . l-l. - Asymptotic Bode plots of' transf'er f'unctions 
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C . 2 . 2  Modulation Tracking Error 
It has been stat ed that the l inear treatment of the phas e-lock loop 

is valid only so long as the inst ant aneous error between input phase 
<P,. ( t ) and output phase <P ( t )  remains small ; say l e s s  than 30° . Thi s  � 0 
sect ion examines the effect s  of cert ain input s ignal phase funct ions on 
the error funct i on . 

e ( t ) cp , (t ) - cp (t ) 1 0 (1 )  

Although thi s e rror analys is i s  linear , while the very e rror i t  attempts 
to analyze cause s the loop t o  be c ome nonlinear , still, the re sult s are 
use ful for inference of the loop operat ion .  The analysis will be carried 
through by evaluating the inve rse Laplace transform of the error function 
for each of four input phase signal s .  The input s ignals and c orre spond­
ing Laplace trans forms are given in table C . 2 . 2-I. 

cr . ( t ) 1 

1 

3 K3
t2u(t ) � 2 3 

s 

K K K w 
4 U (t ) L: K sin Ul t L: n n 

n=l n n 
n=l 2 + 2 s Ul 

n 

TABLE C . 2 . 2 -I INPUT FUNCTIONS 

U (t ) is the unit s tep function ,  a s  de fined as 

U (t ) = 1 ; t � 0 
( 2 ) 

= O ; t < o  

Case 1 is a pha se step input of amplitude K1 radians . Ca s e  2 i s  a 

phase ramp input with s lope K
2 

radians/se c ond. Case 3 i s  a phase 

acce leration with accelerat i on � radians/se c ond
2

• Case 4 is a sum­

mat ion of sine waves having amplitud e s  K and frequencies w • n n 
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The error fUnction to be treated is given as 

Case 1: 

e ( t ) 

where 

E ( s ) = P . ( s ) - P ( s ) � 0 _ [ K s (  s - p ) 
G2 + s (K - :p)  -

cpi (t)  = K1U(t) 

Kl P . ( s ) = -� s 

_l P . ( s )  
K�J � 

_ - l [ -J -4Kz - (K - p) 2 J * - tan l K + p 

( 3 )  

(1 )  

(2 )  

( 4 )  

( 5 )  

It is seen that there is no steady- state error, only a transient. The 
peak transient error may be found by setting the first derivative of 
e (t )  to zero. 

Case 2:  

C-10 

P . ( s ) � 

E( s ) = rs J U s2 + s (K - p ) - Kz 

( 1 ) 

( 2 )  

( 3 )  



where 

-1 
1jl = tan 

(K-p ) t 2 

• s in [vi-Kz - ( K 4 p) 2 t + .]� 

-1 2 
f-;z - . (K  -4 p)2 

---..,... -1 - tan J -4Kz 

( K  _ p )
2 K + p 

( 4 ) 

( 5 )  

It i s  seen that there i s  a transient error and also a steady-state error 
which is dependent on the pole frequency p of the loop filter . This 
steady-state error is  generally small enough to be neglected.  

Case 3 :  

e ( t ) 

+ 

+ p( K - p) 
Kz 

J

__K(p - z ) 2 e 

Kz ( K - p) - - 4 

( K-p)t 2 
s in 

( 1 )  

( 2 )  

( 3 )  
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where � / ( K  _ p) 2� -1 2 v-Kz - 4 -1 
� = 2 tan - tan K - p 

2 (K - p) 4 
K + p 

( 5 )  

It is seen that there is a transient error , a steady-state error which is 
an increasing function of time , dependent on the pole frequency , and 
two constant steady-state errors , one dependent on the pole frequency . 

Cas e 4: 

e (t ) 

C-12 

E( s )  ::: 

K 

K 
ctJ. (t ) = U(t ) •l � K 

n=l n sin 
w t n 

<P .  ( s ) l 

K 
L: G2 + n=l 

:::: 
K K w n n  � 

n=l s2 + w 2 

K KctJUJ s ( s  n n 

n 

- p )  

Uln
2] [s2 + s(K - p) - K� 

= � K K 
n=l n ctJ 

-UJ Jw 2 + 2 
n n P 

cos rnt + �� 
2 

+ 
-�t _-_.;;Kc:;.l(...,.p�-....:z�)- e 2 

2 
Kz + (K - p) 

4 

Ul 
n 

cos 
2 (K - p) t + 4 

( 1 ) 

( 2 )  

( 3 ) 

( 4 )  



where 

1/!2 tan -1 = 

+ tan -1 

-1 1/Jl = tan 

[ {:K: ( K 

[ K -

2 V-Kz 

[:� - tan -1 
(K 

4 
- E)

2] 
- p ) -
2 

E �] (K - ;e )  
4 

tan -1 
f- p ) V-Kz_ - (K 

l 2 2 - ( K - p )  + w 2 n 

- J2 )  
4 

+ Kz 

It is seen that there is a transient error and also a steady-state 
error which is a sum of sinusoids having frequencies the same as the 
input sinusoids , and amplitudes and phases which are dependent on 
sinusoid frequency and loop parameters , The steady-state peak error 
in radians may be seen to be 

K 
I: ·  
i=l l + 

K 
""" z epk 

/
+ 

i=l 

C . 2 . 3 Loop Phase Noise 

K2 + 2Kz 
w .  l 
2 + 

6cp .  l 

( Kz )  
2 

w .  
l 

2wn2 (2 s2 - 1) 
w .  2 + l 

4 w n 
4 w .  l 

( 5 )  

� 
( 6) 

( 7 )  

( 8 )  

I n the following sections it will be necessary to be able to relate 
the phase noise or "j itter" of the VCO signal to the noise accompanying 
the input signal . If the input phase noise is characterized as being 
Gaussian and has a flat spectral density with value � � � � ' then the 

2 variance a� or mean squared value of the VCO phase noise may be 

written as the product of the input spectral density times the "closed­
loop equivalent nois e bandwidth" � ·  For two-sided spectral densities 
we may write 
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(1 )  

The closed-loop equivalent noise bandwidth may be computed in terms o� 
general loop parameters, using the loop trans�er function o� equation 
C . 2 . 1 (7 ) , page c-6, and the method o� appendix H-1. 

Let 

where 

Then, 

A 

B 

= -

= -

1 ( s )  K( s - z )  
iP�(s )  = G ( s ) = -2�-.>.,;.;.....-�--l s + s (K - p )  - Kz 

G ( s ) 

(K - p) + .1 2 2 

(K - p) 1 
2 2 

= ( s  - A)(s - B) 

JcK -

JcK -
2 1:::, p) + 4Kz = -a. + 13 

2 6 p )  + 4Kz = -a. - 13 

( ) ( ) _ [ K( s - z ) ] [ -K( s + z ) ] G s G -s  - � s - A)( s - B� � s + A) ( s  + BU 

It is seen that the only poles in the le� hal� plane are at s = A 
and s = B, respectively. De�ine 

The residue at s = A  

The 

C-14 

Res H s� 
s=A 

residue at s = B 

Res � ( s  j s=B 

G ( s )G( - s ) � �( s ) 

is given as 

lim 
= ( s  - A) Hs )  = 

s--+A 

is given as 

lim 
= ( s  - B) H s )  = 

s--13 

-��A2 - z2) 
(A - B (2A) (A + B)  

-��B2 - z2) 
(B - A (2B)(B + A) 

( 2 )  

( 3 ) 

( 4 ) 

( 5 ) 

( 6 ) 

( 7 ) 

(8 )  

(9 )  



The sum or the residues in the left half plane is given as  

Substituting and reducing, we have 

2
1 L Res * ( s ) l = 

G2
1 � & = �] 

G ref · LHP ref 

For this loop the low frequency gain is taken as  reference 

Then 

G ref 

lim 
G ( s )  

s--{) 

26� = rrK t� = �] 
or 

K 2� - 2 
For the alternate notation ,  

K 2SW n 

C . 2 . 4  Threshold Prediction 

w n z = --
2s 

1 

( 10 )  

( 11 )  

( 12 )  

( 13 )  

( 14 )  

( 15 )  

( 16 ) 

( 17 ) 

A phase-lock loop is useful only when it is locked . A phase-locked 
loop which is operating at a high input signal-to-noise ratio will 
remain locked most of the time . As the input .signal-to-noise ratio is 
lowered the loop will break lock more frequently , but will regain lock 
if the signal-to-noise ratio is not too low . 
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Perhaps the simple st way to treat thre shold is  to define the loop 
as operating above threshold if it is  in lock a certain average percent 
of the time and define it as below threshold if it is in lock les s  than 
the required percent of time . In this manner loop threshold is  rather 
subjective and is dependent on the loop ' s  use , which defines the thresh­
old in lock time percentage . 

The analytical methods and assumptions by which the signal, noise , 
and loop parameters are related to  the percent inlock time have provided 
a fertile field for analysis .  Martin (ref. 7 )  defined a "practical" 
"absolute " threshold, predictable from a linear loop model, which was 
reasonably substantiated by laboratory test data. Later work by Develet 
(ref. 8) treated thre shold with nonlinear loop models . 

It is the purpose of this section to  set down the simple st method 
of loop treatment which will yield re sults of tolerable accuracy. The 
simplest method is t o  define the conditions under which the linear loop 
model is valid and then use the linear model to infer the nonlinear 
threshold properties of the loop. 

An assumption which highly simplifie s the analysis is that the phase 
component of the input signal is separable into a distinct signal term 
and a distinct noise term. A se cond simplifying assumption is that the 
phase noise term represents a Gaussian noise process  having a flat spec­
tral density. With the se two assumptions the modulation tracking error 
of the loop in response to the input signal phase term and the VCO phase 
jitter in response to the input phase noise term may be easily deter­
mined by the methods set forth in sections C . 2 . 2 and C . 2 . 3 . 

With a knowledge of the modulation tracking error,  and especially 
the peak tracking error e in radians ,  and a knowledge of the standard m 
deviation �� of the VCO phase noise in radians , Martin ' s  (ref. 7) 
thre shold criterion may be employed.  It is given an 

(1 )  

where x is  a peak factor or confidence factor for the VCO phase noise . 

The significance of the number � may be seen by observation of 

equation C . l ( 9 ) , page C-3, the nonlinear equation giving the loop re­
sponse to input phase . Suppose initially both � . (t ) and � (t ) are l 0 
identically zero. Suppose �. (t ) increases positively from zero.  Then, l 
according to equation ( 9 )  � (t ) will increase positively t o  track 0 
�i (t ) . This tracking is caused by the error function sin Ei (t ) - �0 (t� , 

increasing as �. (t ) separate s in value from � (t ) . However, if l 0 
separate s from � (t ) 0 rapidly enough so  that the instantane ous 
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value of �
i (t ) - �0 (t ) exceeds � radians, then the error function 

sin �
i (t ) - �0 (tJ will decrease with increasing phase error and 

� ( t )  will not track �. ( t ) . In other words, i:f the instantaneous value 0 � 
of �. (t ) - � (t ) excee ds �2 :for a loop which i s  initially locked, the � 0 
loop will break lock. 

Given a peak tracking error e , then the statistical probabability 
m 

o f
. 
the loop breaking lock i s  implied by equation (1 )  above. For Gaussian 

phase j itter the probability o:f the loop breaking lock at the time of 
peak tracking error e may be determined. In probabilistic notation, 

m 
the probability that the locked loop loses lock is given by 

where 

1 - � (x ) ; x X 

�x(x ) = normal distribution :function.  

In terms o:f the error function, which is tabulated, we have 

Equations ( 3 )  and ( 4 )  show that given a tracking error e , the m 

( 2 )  

( 3 )  

( 4 )  

standard deviation cr
� 

o f  the VCO phase jitter uniquely determine s the 

probability of loss of lock. Given a required probability of loss of 
lock, the confidence value x may be obtained :from tables of the error 
function. 

Table C . 2 . 4-I gives the values of x corresponding to los s of lock 
probabilities for five cases . 

[!I 
l_x l 

10-l 
1. 29 I 10-2 

2. 34 
10-3 10-

4 10-5 

3. 1 3 . 72 4. 25 

TABLE C . 2 . 4-I . - CONFIDENCE VALUES VERSUS LOSS -LOCK PROBABILITIES 
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In sections C . 4 and C . 5 to follow, detailed threshold relations 
will be derived for two special cases of phase-locked loops, relating 
the probability of loss of lock to the input signal-to-noise ratio. 

C . 3 Signal and Noise Characteristics of 
Prelimited Phase-Locked Loops 

The remainder of appendix C will be restricted to phase-locked 
loops preceeded by an ideal band-pass limiter. The model is given in 
figure C .  3-1. 

s .  ( t ) J. 
n .  (t ) J. 

I Kc.p 
Ideal l(t )  m(t )  Loop band-pass filter limiter 

vco 

Figure C . 3-l. - Prelimited phase-locked loop 

The input signal s . (t ) is taken as an ideal angle modulated J_ 
signal from equation A. l ( 7) ,  page A-2.  

s . ( t ) = A cos lw t + c.p ( t )1 J. L c s J 

The noise is taken in the form of equation B. l ( 1) , page B-1, as a 
sample function of a Gaussian process, with a flat spectral density 
band-limited to the input bandwidth of the limiter. 

n .  ( t )  = x( t ) cos w t - y( t )  sin w t J. c c 

( 1) 

(2 ) 

The limiter output function is taken from equation B. 3 ( 4 ) ,  page B-6, as 
VL 1(  t )  = 4 -;- cos [w c t + H t � (3 ) 
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where ,  from equation B . 2 ( 9 ) ,  page B-4 ,  �A sin cp ( t ) + y( t � * (t ) = arc tan� cos cp:(t) + x(tU ( 4 )  

For high signal-to-noise ratio (SNR) into the limiter the output 
function is approximated, from equation B. 3 (5 ) ,  page B-6, as 

l (t l = 4 :L cas rc• + '�'/t l + Y),'� ( 5 ) 
For high input SNR into the limiter, it _ is seen from equation ( 5 )  that 
the input signal phase function to the phase-locked loop is cp (t ) . s 
Also, from equation B. 2 (11) , page B-5, the phase noise spectral density 
at the input to the loop is 

l wl < �w (6 )  

where 

t::,w = 21LB . J_ ( 7 )  

� �ni l is the constant value of the flat noise spectral density into the 

limiter and is the limiter input bandwidth. 

C . 3. 1  Limiter Effects on Loop Parameters 
Section H . 3 ,  page H-9 , which is based on Davenport ' s ( ref . 4 )  work , 

discloses a property of band-pass limiters which affects the parameters 
of a limiter driven phase-locked loop . At low limiter SNR the amplitude 
of the sinusoid feeding the phase-locked loop is suppres sed by a factor 
aL from its value at high limiter SNR . Martin ' s  ( ref . 7 )  approximation 

to aL is reproduced here from equation H . 3 ( 3 ) , page H-11 

1 
4 [N ·j 1 + - _2 1l s . J_ 

where INs J_J_·.l --� J limiter input noise-to-signal ratio 

( 1 )  
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Equation C . 2 ( 2 ) , page C-5 ., shows that the phase subtractor con­
stant K� i s  proportional to the amplitude of the sinusoid feeding the 

phase-locked loop. When the limiter suppres se s  the sinusoid, it also 
suppres se s  K� by the same factor �· The value of K� which is sup-

pres sed by the limiter action will _be denoted by K� . 
a. 

then 

( 2 )  

The loop parameters derived in section C . 2 . 1 and C . 2 . 3 may be 
modified for limiter suppre ssion. Since the phase subtractor gain is  
reduced, so  i s  the loop gain K. If K is understood to be the max­
imum loop gain for no limiter suppre ssion, then the modified gain is 

and 

= 
a.LK '-�K - � 

2 L �K - � 

( 3 )  

(4 ) 

( 5 )  

(6 )  

It should be  noted that the tracking error of the loop change s in a 
like manner. The errors for particular modulations and particular 
alphas may be evaluated through use of the expressions of section C . 2 . 2. 

C . 4 Modulation Restrictive Loop 

This section will consider the threshold treatment of a special 
type of loop known as "modulation re strictive " .  This type loop is used 
to track an unmodulated sinusoidal carrier or the residual carrier com­
ponent of a narrow-phase modulated signal. It is assumed that by suit­
able input filtering and proper signal design, a modulati on restrictive 
loop will see little or no signal modulation and will operate with 
negligible modulation error e except for that error caused by Doppler m 
effect.  
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The following treatment will be for the special case of zero Doppler 
e ffect. If Doppler e ffect cannot be negle cted, loop thre shold may be 
treated easily using the results of section C. 2 . 4. 

Several assumptions are made . First, the limiter bandwidth is  
taken to be much wider than the loop e�uivalent noise bandwidth. Second, 
the statistics of the phase noise proces s  pas sing from the limiter into 
the loop are assumed to be approximately Gaussian for an� limiter SNR. 
The e ffect of limiter suppres sion is included in the determination of 
the closed loop noise bandwidth �· 

For this special case , the threshold defining e�uation C. 2. 4  ( 1 ) , 
page C-16, specializes to 

rr xcrcp - 2 

where the e�uality defines the threshold VCO phase j itter. 
e�uation ( 1 )  by x and s�uaring, 

From e�uation C . 2. 3 ( 1 ) , page C-14, 

(jcp 2 
= / <Pep I 2BN 

From e�uation C. 3 ( 6 ) , page C-19 , 

and 

( 1 )  

Dividing 

( 2 )  

( 3 ) 

(4 ) 

( 5 )  

But the �uantity on the right-hand side of e�uation (5 ) i s  identically 
the noise-to-signal ratio into the limiter, computed in the loop noise 
bandwidth BN. 
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then 

and 

Thus , the limiter input SNR, taken in the loop noise bandwidth, has 
been related to the confidence value x. From the results of table 
C .  2 .  4-I, page C-ll', the req_uired SNR may be tabulated for various 
probabilities of loss of phase-lock. The se are as follows: 

p s� 
N: � 

10- l  J 
- L  7db l 10

-2 

- -· - - - - - -

) . 46db 

] _  10-3  

5 . 9ldb 

l 10- 4 J 10
-5 l 7. 47db l 8. 62db 

- - -- - - - -- -----

TABLE C . 4-I. - INPUT SNR VERSUS LOSS-LOCK PROBABILITIES 

( 6 )  

_] 

It should be noted that when making computations involving �' 
the value of BN used should be that value actually produced by the 

limiter input SNR. The calculation of BN is  treated in the following 
section. 

C . 4 . 1 Loop Noise Bandwidth Above Threshold 
For a pre�imited modulation restrictive phase-locked loop which 

has been optimized ( for threshold ) at some particular loop signal-to-noise 
ratio , it is  necessary to be able to determine the effective loop noise 
bandwidth for s ignal-to-noise ratios above threshold . The usual assumptions 
are made that the loop is locked , fed by an ideal limiter , an unmodulated 
sinusoid , and white band-limited Gaussian noise . From eq_uat ion C . 2 . 3  (15 ) , 
page C-15 , the two sided closed loop noise  bandwidth is  taken as 

2B = � OK - � N 2 K - � (1 )  

where 

K = open loop gain 
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z = loop filter zero frequency 

p = loop filter pole frequency 
Results will be obtained for a special case which represents a wide 
class of loops . The loop filter parameters will be set such that 

I P  I << K 

s = 0. 707 

where 

then 

where 

Then 

s loop damping factor 

,6. z = z 0 
K 0 
2 

a = limiter signal voltage suppression factor 

KH = maximum or high signal value of loop gain 

= conditions at the loop design threshold 0 

Now the thre shold loop noise bandwidth occurs for a = a so  that o' 

The ratio of bandwidth for any a to threshold bandwidth is 

This re sult is  given by Martin (ref. 7) . 
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Using Martin ' s  ( ref. 7) approximation to a. as a function of 
limiter input signal-to-noise ratio, we have 

== l (7 )  a. 
1 

+ � l 1L S Bi 
or 

1 + � !!J 1L S B 
a. """' 

io (8 )  
a. 1 

+ .!± llj 0 1L S B . � 
then 

l + !'; Nij 
1L S .  B 2BN 1 � i 2 0 + 1 ( 9 )  2� 3 l + !'; Nij 0 1L S .  B � i 

A related problem is that of determining the loop signal-to-noise ratio 
at which a loop was optimized, given a plot of loop bandwidth versus input 
signal. It is easily determinable that 

where 

4 � BNH - -�2 - 1 2 � 2 
0 

BN = strong signal value of loop noise bandwidth 
H 

C . 5  Prefiltered Modulation Tracking Loops 

( 10) 

This  section will consider the threshold treatment of a special 
type of loop known as "prefiltered modulation tracking . "  This  type of 
loop i s  used to demodulate angle modulated sinusoidal carriers . For 
some types of signal modulations it i s  pos sible to reduce peak modula­
tion tracking error e to a very small value by making the loop m 
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natural resonant frequency w very large compared to the highest n 
modulating frequency. Simultaneously, to reduce the transmission of 
phase noise or j itter through the loop, the input signal plus noise 
may be proces sed through a sharp cut-off band-pass  filter having a 
bandwidth j ust wide enough to pas s  the modulated signal. For high in­
put signal-to-noise ratios and linear loop operation, the bandwidth of 
the equivalent phase noise will be half the input bandwidth. For mod­
ulation indices not too large , the bandwidth of the phase noise will 
form, e ssentially, the closed loop noise bandwidth. Such a modulation 
tracking loop is called a prefiltered loop. 

Assuming the loop natural frequency w is much larger than the n 
highe st modulation frequency, the peak modulation tracking error be­
comes  negligibly small. The thre shold defining equation for the pre­
filtered modulation tracking loop then becomes the same as for the 
modulation re strictive loop, since again e approaches zero. m 

then 

Due to the prefiltering 
much less  than the loop 

noise is  half the input 
page C-l4 , 

rr xcr � -

cp 2 

"
�
2 

= �!r 
( l )  

( 2 )  

and the assumption that the input bandwidth i s  
w , the e ffective noise bandwidth o f  the phase n 

bandwidth or �· Then, from equation C. 2 . 3 ( l ) ,  

2 I 13 .  crcp l �cp 2 2
l ( 3 )  

From equation C. 3 ( 6 ) ,  page C-l9 , 

t�cr I 
2 \ �ni \ 

A2 ( 4 )  

and 13 .  I �ni l 2 ....2:. 

2 
2 

cr
cp A2 

(5 ) 
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then 

where 

then 

2 
O'cp 

noise-to- signal ratio into the limiter, computed in the 
limiter bandwidth B .  l 

( 6) 

( 7) 

From the re sults of table C . 2 . 4-I , page C-19, the required SNk into 
the limiter may be tabulated for various probabilitie s of loss of 
phase-lock. The se are given as follows : 

p 
8 .  l 
N. l B . l 

10-l 

- 4 . 7db 

. . . " -- -

l 
- . 

10-2 

- � � -

0. 46d 

TABLE C. 5-I . - INPUT SNR VERSUS LOSS-LOCK PROBABILITIES 

It is seen that for the lower probabilities the limiter input SNR 
is  low enough to violate the assumption of high SNR which was used to  
obtain the phase noise spectral density. Therefore , care should be 
exercised in applying the re sults of table I for the lower SNR. 
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APPENDIX D 

PRODUCT DEMODULATION 

D . l Linear Product Demodulator 

Figure D . l-1 shows the c onfigurati on of a product demodulat or , used 
to coherently detect phase modulation . This i s  the product det ector of 
sect ion B . 4 . 1 ,  page B-6 , followed by an ideal output f i lt er . 

ni ( t )  
o - � �------c 

K '  
cp 

- sin w t c 

Output 
filter 

B0 I 
�' 

Figure D. l-1. - Demodulator configuration 

s ( t )  0 

n ( t )  0 

The output filter i s  defined t o  be e ithe r low-pa s s  or band-pas s ,  with 
flat unity amplitude and phase transmi ssion characteristics, square 
frequency cut-off characteri stic s ,  and transmis si on bandwidth of B0 cps . 

where 

The input s ignal and noise are taken in the usual forms as 

( 1 )  

n . ( t )  = x ( t ) cos w t - y ( t ) s in w t 
l c c (2 )  

s . (t )  = angle modulated s ignal with equivalent phase modulation cp ( t ) 
l s 

n . ( t )  = sample functi on of a random Gaussian proces s  l 
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n . (t ) is  further de fined as white and band-limited to B cps. J_ 
The noise power spectral density 

from equation B . 4 . l ( 7 ) ,  page B-7, as 
at the multiplier output is  given 

where 

2 
K ' 

� (w) = __g: _  
m 2 

0 

lw I < 2:rr � 
; all other value s of w 

constant value of the input noise spe ctral density 

The signal component, from equation B. 4 . 1 ( 4 ) , page B-7 , is  

K '  
s ( t )  = � A sin ({) ( t )  m 2 s 

Equation ( 4 ) will be subsequently treated for specific signal type s .  

D . l . l Detect ion o f  Sinusoidal Subcarrier s 

( 4 ) 

This section treats demodulation of a carrier which is phase modu­
lated by the sum of a p seudo-random range code plus K subcarrier s .  
The model of figure D . l-1 applies . 

The input signal is taken in usual form as 

the multiplier output is 

m(t) == K 1 A2 
sin ({) 2 

K 
I: 6({) . 

i=l J_ 
sin 

( 1 ) 

( 2 )  

Expanding equation (2 )  and applying the identitie s o f  equations A. 3 (3 ) 
and A. 3 ( 4 ) , page A-7, we obtain 
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m(t) � K ' .f=. {ct(t ) sin (L':.cpr) cos �� �-
sin (wit qJ cp 2  

�=1 J. 

+ cos (L':.cpr) sin � � "�-
sin (wit qi�} ( 3 )  

i=l J. 

The first term of equation ( 3 ) i s  a function of the subcarriers multi­
plied by the range code and interferes with the desired signal which 
is the second term of equation ( 3 ) .  

Then, the desired multiplier term i s  

Using the Giacoletto expansion (ref. 1 )  

From equation ( 5 )  the jth detected subcarrier terms , the first order 
terms having frequency w . ,  may be obtained by setting J 

; i -:} j 

n - n = ±1 ,· i i - j j 

(4 ) 

( 5 )  

( 6 )  
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then, for n .  = +1 
J 

K 
K/1 

m( t )n . =l-1 = 2 cos 
J 

( t;cpr ) Jl (t>cpj ) IT ro (t>cpi� 
ir?j 

sin 

For n .  = -1 
J 

m (t ) n . = -1 
J 

Now 

and 

then 

K 

(6cpj) IT ro (t>cpi] 
ifj 

m . (t ) = m(t ) n .=l-1 + m(t )n . = -l J J J 

J (x )  = ( - l ) n J ( x) -n n 

K 

sin 

m/ t )  = K/1 cos ( 6cpr) J1 ( t>cpj ) IT [J 0 (t>cpi] 
ifj 

sin 

As in appendix A, equation ( 11) holds whether or not the individual 
subcarriers are , themselves, angle modulated. 

The output signal from the output filter is 

K 

s0j ( t )  = m/t )  = K� cos (t>cpr) J1 (t>cpj) 1} �o (t>cpi� 
ifj 

D . l .  2 Det ection of Arbitrary Bas eband Modulation 

sin 

( 7) 

(8) 

( 9 )  

( 10 ) 

( 11 ) 

( 12 ) 

This s e ction treats baseband modulat ion which is  not a sinusoid or 
sum of s inusoids . The most workable method i s  to  describe the arbitrary 
function by it s peak phase deviation and by an empirically determined 
peak to rms ratio , or form factor . 
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The model of figure D . l-1 applie s .  The input signal is taken as  

( 1 )  

where now �s (t ) is a baseband signal, having peak phase deviation 6�p · 

The output signal from the output filter is  

K'  
s (t )  = � A  sin cp (t ) 0 2 s 

The peak squared output signal is 

( 2 )  

( 3 )  

It is noted that for the output signal t o  be a linear replica of 
the phase modulation, 6cpp must be less than about 30° .  If linearity 

is not of great consideration, as for clipped speech, 6�p may be 

increased . In no case may 6cpp be greater than 90 ° .  Re sidual carrier 

suppre ssion considerations will generally limit 6�p to le ss than 90° .  

It is desirable to  place a bound on the re sidual carrier remalnlng 
after modulation since generally the demodulator re ference signal is de­
rived from the residual carrier. For square wave modulation the remain­
ing carrier is given by the limiting case of equation A. 3 ( 7 ) , page A-8, 
for 6qJ. identically zero, as l 

Likewise , for sinusoidal modulation, where 
the residual carrier is 

( 4 ) 

is identically zero, 

( 5 )  

For the sake of simple analysis,  it i s  assumed that for arbitrary base­
band narrow deviation modulation of peak deviation 6�p ' the re sidual 

carrier term is bounded by equations ( 4 )  and (5 ) .  
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D . l . 3  Noise  Characteristics 
The noise spectrum out of the multiplier i s  flat within the limit s 

set by the input bandwidth B .  Therefore , the bandwidths B of the 0 
low-pass or b and-pass filters are the equivalent noise bandwidths at 
the output . 

The output noi s e  p owers for both the band-pass and low-pass c ases  
are given by 

where 

N 0 

,2 

3e__ 
2 

2B 0 

flat amplitude of the input white noise spe ctrum 

D . l . 4  Output Signal-to-noi se Ratios 

( 1 ) 

(2 ) 

The result s of the prior three sections may now be integrated to 
give output s ignal-to-noise ratios for coherent demodulation of both 
subcarriers and arbitrary baseband modulation . 

D . l . 4 . 1  Subcarrier and band-pass filter . - The signal-to-noi se ratio 
out of the ideal band-pas s filter cycles wide , for the jth sub-
carrier signal may now be determined . 

From e quation D. l . l ( 12 ) ,  page D-4, the output s ignal for the j th 
subcarrier i s  

s (t ) = K 1 A cos o .  cp J 

K 

(t:.cpr) Jl (6cpj) IT 
i�j 

sin 

The output signal power is then 

D-6 

K 

( L:.cpr) Jl
2 

(t:.cpj) IT J o 2 (6cpi) 
i �j 

( 1 )  

( 2 )  



I -

From equation D. 1 . 3 (2 ) ,  page D-6, 

2 
K ' 

N = __L 0 2 

the output noise power is  

2B 0 

The output signal-to-noise ratio is then 

s o .  ___,]_ 
N 0 

s 
� 
N 0 

2 A2 2 K� 2 cos 

K 

e�cpr) Jl
2 (6cpj) II Jo

2
(6cpi) 

i� · 

( 3 )  

(4 )  

( 5 )  

The quantity in brackets i s  seen t o  b e  the total input signal-to-noise 
ratio computed in a physical bandwidth B . Then 0 

( 6 )  

A s  in appendix A ,  equation (6 )  holds,  whether or not the subcarriers are , 
themselve s ,  angle modulated. 

D. l. 4. 2 Baseband modulation and low-pass filter.- Proceeding as 
in the previous section, the peak squared output signal is taken from 
equation D. l . 2 ( 3 ) ,  page D-5 ,  as 

( 1 ) 
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Again, from e�uation D. 1. 3 (2 ) ,  page D-6, the output noise power i s  

The peak s�uared signal to mean-s�uared noise ratio i s  then 

@o peaJ
2 

N 0 

2B 0 

The bracketed �uantity is seen to be the total input signal-to-noise 
ratio computed in a physical bandwidth B • Then 0 

(2 )  

( 3 ) 

( 4 )  

(5 ) 

I f  there exists a factor Kp relating the peak to rms signal voltage 
such that 

s = K s o r . m. s  p a peak 

then the ratio of mean s�uared signal 80 t o  mean s�uared noise 
may be written 
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D . 2  Prelimit ed Product Demodulator s  

Results s imilar t o  those  i n  the preceding s ection are obtained for 
a product demodulator prec eded by a hard band-pass limit er . The con­
figuration is  shown in figure D . 2-l . This  is  the detector of s ec-
tion B . 4 . 2 ,  page B-7 , followed by an ideal output filter 

K '  
s ( t )  s .  ( t )  Band-pass 'P 

l Output 0 
limiter filter 0 

n .  ( t )  BL '  aL '  VLI l ( t )  B n ( t )  l 0 0 

-sin w t c 

Figure D . 2-l . - Demodulator configuration 

The ideal output filter has the same characterist ic s  as in D . l ,  
page D-1 . 

The input signal and noise  are taken in the usual form as 

n .  ( t )  = x ( t )  cos w t - y ( t )  sin w t 
l c c 

where the signal and noi se  characteristic s are the same as in D . l ,  
page D-l . 

( 1 )  

( 2 )  

For a high input signal-to-noise  ratio into the limiter of , say ,  
10 db , the mult iplier signal may be taken from equation B . 4 . 2  ( 7 ) , 
page B-9 , as approximately 

m( t )  ( 3 )  

For high input signal-to-noise ratios , equation ( 3 )  gives output 
signal-to-noi se  rat ios identical to those  for no prelimiting . However , 
for decreas ing input s ignal-to-noise ratios ,  limiter effects  become 
pronounc ed . 

Lacking a us eful rigorous treatment , the following rough approx­
imat ion will be made , which highly simplifies the analysi s . The 
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multiplier output m ( t ) will be approximated for all input signal-to­
noise ratios by 

where 

m(t) ( ) y(t� sin cp t + a A s n 

a = limiter signal suppre ssion factor. s 

(4 ) 

Martin ' s  (re f. 7) approximation f'or as will be used. 

where 

CL s 
2 1 = ----=---=-

1 + � �Nij rc S . B � L 

(5 ) 

limiter input s ignal-to-noise ratio in the limiter band­
width 

It remains to determine the nature of a . Thi s may be determined n 
by noting that the limiter is a c onstant power output device . That is,  
regardle ss of the limiter output signal-to-noi se ratio, the total output 
signal plus noise power is constant. This means that regardles s  of the 
limit output spectral composition, the total power across the spectrum 
is constant. Next, it is noted that a product dete ctor is simply a 
spectral translator. It does not change the nature of the limiter out­
put spectrum, but merely translates it in frequency. Therefore , the 
total power out of the multiplier is constant . Thi s constancy of' multi­
plier output power P will be used to solve for a . m n 
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( 8 )  

Using equation (8 ) , it  i s  seen that the signal-to-noise ratio at 
the multiplier output i s  given as 

s m 
N = 
m 

(9 )  

It i s  apparent that the rough approximation of equations ( 4 )  and 
(8 )  has given a pessimistic  result for output signal-to-noise ratio 
which is analogous to Davenport ' s  ( ref . 4 )  limiter re sult at low input 
signal-to-noise ratios .  

as 

Equation (4 ) i s  rewritten as 

m(t)  � 
2K' V 'P L CX :n: s ( 10 )  

The signal component and noise spectral density are given separately 

2K'v 
s ( t )  = � a. sin cp (t ) m :n: s s ( 11 )  

(12 )  

It should be emphasized that the material presented above in sec­
tion D . 2 is the result of physical reasoning and approximation and is 
not mathematically rigorous . This material should be applied with 
care . 
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APPENDIX E 

DEMODULATION WITH MODULATION TRACKING LOOPS 

Figure E-1 shows the configuration of a modulation tracking phase­
locked loop used to detect frequency modulati on. 

(t ) 
,.. 

(t ) 

where 

Ideal l (t ) vd (t ) Output 
band-pass  Loop filter filter limiter B 0 

vco -

Figure E- 1 . - Demodulator configuration 

The input signal is taken in usual form as 

s . ( t ) = A cos lw t + cp ( t )1 l [ c s J 

cp (t )  = "equivalent" phase modulation of the signal s 

The input noise is taken as 

n . (t )  = x (t ) cos w t - y(t ) sin w t l c c 

s 
... 

n 

( 1 )  

( 2 )  

The limiter output signal is taken from equati on  B. 3 ( 4 ) ,  page B-6,  as 

with cp . (t ) identical to � (t ) of the referenced equation. l 

( 3 )  

For suf-

ficiently high limiter s ignal- to-noise ratio cp . (t ) ' l 
into signal phase modulation ,  cp (t ) , and noise phase s 

may be separated 

modulation ,  cpcp(t ) . 
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Since a modulation tracking loop is use ful only when operating relatively 
linearly, the assumptions are made that the steady- state modulation 
tracking error is le s s  than, say, 30° and that the set of linear trans­
fer functions derived in appendix C adequately de scribe loop operation. 

The trans fe r  function of intere st 
signal v

d
(t ) to input signal �

i
(t ) . 

is that re lating the VCO driving 
In trans form notation, from 

equati on C. 2. 1 ( 9) , page C-7, 

(4 ) 

where 

� .  ( s ) = transform of the input signal 11equivalent" phase modulati on J_ 
For signals which are fre quency modulated, the trans form relation be ­
tween VCO driving signal and input fre que ncy modulation is given as 

= K K  !- s - z  J � f �2 + s (K - p ) - Kz 
(5) 

where 

s� . ( s ) = time integral of the If e quivalent " phase modulati on or J. 
frequency modulation 

The asymptotic Bode plot of the steady� state trans fer function derived 
from equation ( 3 )  was given in figure C. 2 . 1- l ,  page C-8 , and i s  repro­
duced here as figure E-2 .  

db 

E-2 

VD( jw) 
jW� . (jw) J_ 

Figure E-2. - Asymptotic Bode plot 
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The figure shows that the steady- state transfer function is  asymp­
totically flat for frequency modulation from zero frequency out to  the 
region of w = j z j , the loop filter zero frequency. For analytic sim­
plicity, it may be assumed that most of the signal modulation energy 
will be of frequency less  than j z j .  This assumption is not strictly 
necessary, since equalization in the output filter may be employed if 
the modulation frequencie s  do extend beyond 1 z 1 . For modulation sat­
isfying this frequency restriction, the VCO driving signal is given as 

(6 )  

For the assumption of relatively high input signal-to-noise ratio into 
the limiter and linear loop operation, the VCO driving signal is sep­
arable into individual signal and noise components .  Then 

The demodulator may be treated for signal and for noise , separately. 

E . l Detection of Sinusoidal Subcarriers 
and Arbitrary Baseband Modulation 

This section treats the demodulation of a carrier frequency modu­
lated by a composite function consisting of a summation of K sinu­
soidal subcarriers plus some arbitrary baseband function.  Figure E-1 
applie s .  

where 

The input signal is taken as 

si ( t )  = A  cos ret + cp8 (t� 
cp ( t )  = carrier phase modulation due to signal alone s 

( 1 )  

The function describing the instantaneous carrier frequency deviation i s  
defined as 

(2 ) 
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where 

fb (t ) = arbitrary baseband function and 

f::::.W.  J_ = peak radian fre�uency deviation of the carrier by the ith 
subcarrier 

The signal portion of the VCO driving function is given by 

K 
vds 

(t ) 
� � fb (t ) e�) + L: f::::.W .  cos rit + ( 3 )  J_ i=l 

The output signal from the output filter (band-pass ) for the jth sub­
carrier is given as 

s ( t ) = RV
1 .6JJJ • cos f. t + e� o . J J J ( 4 )  

J 
E�uation ( 4 )  holds whether or not the subcarriers themselves are angle 
modulated. 

The peak output signal from the output filter (low-pass ) for base­
band modulation is given as 

1 8ob k = K.._ !::::.Ulb ak pea --v pe (5 ) 
where 

6wbpeak = peak radian fre�uency deviation due to the baseband 
modulation 

E. 2 Noise Characteristics 

Observation of figure C . 2. 1-l, page C-8 ,  shows that the modulation 
tracking loop has no finite output noise bandwidth for flat input phase 
noise .  Output filters of the low-pass or band-pass type are used to 
restrict the output noise . The filters are assumed to have ideal proper­
ties,  that is,  s�uare fre�uency cut-off characteristics and flat trans­
mission characteristics in the pass-band. 

For the assumption that the modulation fre�uencies are less than 
j z ! , then the output noise spectrum is parabolic, or proportional to 
2 

w as shown by figure C . 2. 1-l,  page C-8 . Therefore , the bandwidths 
of the output filters are not the e�uivalent noise bandwidths at the 
output. These will now be computed. 
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where 

The noise spectrum at the loop filter output i s  taken as 

�d C j w) = -c j w) 
2 

� C j w) ; I w I < I z I 
n K.r2 cp 

�cp(j w) = flat input phase noise spectrum. 

Equation E . 2 ( 1 ) follows from equation E ( 6 ) , page E-3.  

E .2 . 1 Low-pas s  Output Filter 

( 1 ) 

The low-pass  output filter i s  taken to have 
sion coefficient of unity and physical bandwidth 
corresponds to radian bandwidth 

an amplitude transmis­
B cps which 0 

6W 0 2rrB 0 ( 1 ) 
The equivalent noise bandwidth B i s  defined as that bandwidth having e 
a transmission constant of unity which passes  the same noise power from 
flat input spectral density �cp( jw) as i s  actually present in the out-
nut. Equating noise powers , we have 

where 

then 

_!__ _!__ �� 1 " 26W 2rrj RV2 cp J e 

" 26W J e 

1 J 0 J "6w 
= --

2rrj 

6w e 

-j6W 0 

2rrB e 

r "6W J 0 2 - ( jw) d ( jw) 
� - j6W 

6w e 

0 

( 2 )  

( 3 )  

( 4 ) 

(5 ) 
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B e 

The output noi se power is seen 

N 
1 = -

0 2rr 

E . 2 . 2  Band-pa s s  Output Filter 

2 
= (2rr ) B 

3 
3 0 

to be 

(� n·� 1�. 

( 6 )  

( 7 )  

( 8 )  

(9 ) 

The band-pas s  filter i s  t aken t o  hav2 an amplitude transmis s i on 
coeffic i ent of unity and phy s i c al one- s ided bandwidt h o f  c p s  whi c h  
i s  symmetr i c  t o  a fre�uency of f cp s .  m 

In radi an not at i on � 

Equating noise powe rs give 

E-6 

2 
2rrj 

6w = 2rrB 0 0 

w = 2rrf m m ( 1 )  

( 2 )  
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Where 

6w = equivalent noise bandwidth at the output e 

6w e 
1 

- 3 

B e 

= j26UJ e (3 ) 

( 4 )  

( 5 )  

( 6 )  

The output noise power due t o  a two-sided equivalent phase noise input 
spectral density ��( jw) is given as 

( 7 )  

( 8 )  

or 

(9 )  
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It is seen that from e�uation (5 ) an approximation may be made . 

or 

t:,.w = w 2t:,.w • w 2 >> ..1.. (t:,.w )2 
e m o ' m 12 o 

B = ( 2rr ) 2f 2B • f 
2 >> JL B 2 

e m o ' m 12 o 

This approximation is accurate to within about 5 percent for t:,.w 

( 10 )  

( 11 )  

0 
approaching t wm. This approximation is essentially the same as as-

suming flat noise with spectral density 

( 12 )  

across the bandwidth B when B is much less  than the center fre-o 0 
�uency f . Approximately m 

N :::: _!__ (l)2 ]ip 12/::,.W w 2 
o 2:rr KV cp o m 

I 

or 

E. 3 Output Signal-to-noise Ratios 

( 13 )  

( 14 )  

The re sults o f  the prior se ctions are n ow  used t o  obtain output 
signal-to-noise ratios for two case s:  arbitrary baseband modulation 
with a low-pass  filter, and an individual subcarrier with a band-pass 
filter. 

E . 3 . 1  Subcarrier and Band-pas s Filter 
We may now determine the signal-to-noise rat io out 

s�uare band-pass filter of bandwidth B 0 for the j th 
of the as sumed 

subcarrier ,  

where the input s ignal i s  as sumed t o  be fre�uency modulated by the sum 
of K subcarriers plus arbitrary baseband modulation. The input 
noise is white ,  band-limited , and Gauss ian . 
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1::.. 

From e�uation E . l (4 ) ,  page E-4, the output signal for the j
th 

subcarrier is 

The output signal power is then 

s . OJ 
!::,.UJ 2 

1 . 

= - __..J_ �2 2 

From e�uation E. 2 . 2 ( 9 ) , page E-7,  the output noise power is 

where 

f .  = center fre�uency of the band-pas s filter J 
The output signal-to-noise ratio is then 

where 

s . _£J. 
N 0 

t::,.w 2 
1 . - __..J_ �2 2 

il? • ( UJ) 
<pep ( UJ) - _n=�=-:--­

A2 

2 

E-9 
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The second bracketed quantity in equation (5)  i s  seen to be the input 
signal-to-noise ratio computed in a physical bandwidth B • Then 0 

where 
6f .  = peak cyclic frequency deviation of the carrier by the jth 

J subcarrier 
Approximately 

for 

E . 3 . 2  Bas eband Modulation and Low·-pass Filter 

(8) 

(9 )  

Proceeding a s  i n  E . 3 . 1 ,  the peak output signal from equation E . l  
( 5 ) ,  page , is  

s 1 6 ob peak = KV � peak ( 1 )  

The peak-squared signal is 
fSOb J 2 = _1._ !::J;Wb2 ( 2 )  L pea� KV-2 peak 

From equation E . 2. 1 ( 9 ) , page E-6, the output noise power is 

( 3 )  
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The ratio o� peak- squared signal to mean-squared noise is then 

where 

2 �ob peaJ N 0 

2 2 � A2 
J lSob ;peaJ 

= 3tMbpea� 2 N .  B I ii?  · I  2B o o n� o 

Mb = peak cyclic �equency deviation o� the carrier by the peak baseband modulation. 

( 4 )  

( 5 )  

The second bracketed quantity i s  seen to be the input signal-to-noise 
ratio computed in a physical bandwidth B . Then 0 

[sob peak] 2 
= 3 [Mbpeak�2 �i� N B N . B 0 0 � 0 

I� a speci�ication �actor K exist� relating the peak to rms value p 
o� the baseband modulation, such that 

:fb = K f[) 
r. m .  s .  p peak 

then the mean-squared output signal-to-noise ratio may be �armed as 

( 6 )  

( 7 ) 

( 8 )  
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APPENDIX F 

SPECIALIZED DETECTORS 

F. l Range Clock Receiver and Code Correlator 

sk(t ) 

.----------.------�-� s (t ) c 
s (t ) m 

n (t ) m 

s (t ) r 

c (t ) r 

Band- Ideal 
band-pass pass f'ilter 

B limiter 
BL 

n ( t ) c 

Re ceiver 
code 

generator 

s1 (t ) 
Loop 

f'ilter 

Phase 
shif'ter l 

90 0 

Figure F. l-1 . - Range clock receiver 

The above figure shows the block diagram of the circuitry which 
re covers the re ceived range clock signal and generates the range code 
correlation signal . The physical operation of this circuitry has been 
treated in volume I of this series .  

s . (t ) + n . (t ) the IF input signal plus noise l l 
c (t ) receiver code having only values of ±1 r 

s ( t ) product of' c ( t ) and the IF reference signal r r 

s (t ) + n (t ) = signal plus noise out of the multiplier m m 
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s (t )  = correlator driving signal c 

sk(t ) = correlator output signal 

s1 ( t )  = clock loop driving signal 

The operation of thi s  device will be treated for an input signal, phase 
modulated by a transmitted ranging code ct ( t ) , plus K subcarriers . 

The input noise i s  assumed Gaussian, flat, and band-limited to B1 cps . 

F .l . l  Signal Treatment 

where 

s . (t )  = A  cos {" t + �'I' ct (t )  l c r + 
K 

L'-.cp .  L: l 
i =l 

s . ( t )  has the 
l 

same properties treated 

s (t )  = - c (t ) sin w t r r c 

s (t )  = s . (t )  s (t ) m l r 

s ( t )  = -A c ( t )  sin w t m r c 

sin ht + <pi (t�} (1 )  

in appendix A .  2 .  

( 2 )  

( 3 )  

( 4 )  
It i s  assumed that the multiplier produces only the difference freQuency 
term. 

then 

A s (t )  = -2 c (t ) m r 

K 
+ L: L'-.cp. 

i=l l sin 

Eouat:i_on ( 5 )  may be exuanded as in section D. l. 1.  
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1-

co co K 

sm(t ) • � sin (�r) cr(ft ) Ct (t ) �- . J I1 rni 
(�i� 

. cos {i� n1 Ei t + <P1 (t�} + � cos (�r) cr(t)  i= oo. • • z: 00 
K 

n 
i=l 

( 6 )  

The first term in equation (6 )  is  the desired term. The second term is 
the interference . Equation ( 6 )  holds whether or not the subcarriers 
themselves are angle modulated. For the digital logic employed by this 
system the product of the two analog code waveforms cr (t ) and ct( t )  
corresponds to  the Boolean modulo two addition, or "exclusive or" ,  * 
of the two codes Cr and Ct • The receiver code output is programable 
in seven steps . At each step, the correlation between the two codes 
changes .  This is shown in table I .  It can be  shown, either algebra­
ically or with a truth table , that the "exclusive or" of the two codes 
in program state P7 is identically clock, Cl. This means that 

where 

c (t )ct
(t ) = cl(t ) r7 

cl(t )  = square wave of unit amplitude , having the clock fre­
quency wcl" 

* 
For a detailed physical explanation of the ranging equipment, 

see volume I of this series .  

( 7) 
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TABLE F . 1. 1-I. - PRCGRAM STATE VERSUS CORRELATION 

Transmitter code CT = Cl 0 X( abvbcvac ) 
Bit 

Program Receiver Component Initial Final length 
state code acquired correlation correlation 

Pl 
0 I Cl 0 50% 0 

P2 
I 

P3 Xa I X 25% 50% 341 I 
i ' 

P4 Xa I 50% 75% 341 1 a 
I Xb I 

I 50% 75% 693 P5 I b I I 

P6 Xc c ! 50% 75% 1 397 

P7 X( abvbcvac ) check a, b, c 75% 100% 
i 

2 728 341 
( 

Code Bit 
component length 

X 11 

a 31 

b 63 

c 127 

Cl 2 



In terms of Fourier series , 

where 

R 

00 

c ( t )  ct ( t ) r7 
= ; L � � - cos ( p1T � 

p=l 

= clock bit period 

sin pwc1t 

Then the correlat ion driving s ignal for state P7 is  

K 

( 8 )  

( 9 ) 

s ( t )  = c7 

2A 
1T 

s in ( t,.<p ) n J (t:.<t>. ) r i=l o l sin welt ( 10 )  

where it has been as sumed that the band-pas s filter having bandwidth B 
pas ses  only the fundamental s inusoidal component of the clock square 
wave . 

F . l . 2  Noise Treatment 
The input noise  i s  taken in the usual form as 

n . ( t )  = x(t ) cos w t - y(t )  s in w t l c c 

having an input noise spectral density 

The noise term from the multiplier i s  

� . ( w) , band- limited to  B1 . .  nl 

1 n ( t )  � -2 c (t ) y(t )  m r 

( 1 )  

(2 )  

( 3 )  

We are now intere sted i n  obtaining 

noise term out of the multiplier. 

� ( w) , the spectral density of the m 
We make the assumption that c (t ) r 

and y(t )  may be represented as sample functions of independent random 

proce sses and that 
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where 

� (w) = � g? (w) * g? (w) 
m � cr y 

= 0 ; all other UJ 

( 4 )  

(5 ) 

From Titsworth and Welch (ref. 10) we approximate the spectral 
density of d (t ) in its program states greater than P2, as that of a r 
Markov sequence . 

Then 

where 

Now, 

Since 

then 

F-6 

\P (w) = _R
l 

cr 

R = bit rate of c .  (t ) r 

. 2 ( UJ ) sln 2R 

(;)2 

6..
UJ . 

6..
UJ

. 
J_ J_ 

- � 
< UJ -

y < � 

6..UJ.  
= 0 > ---2 2 ; I UJ 

- Y l  

= 0 ; all other y 

( 6 )  

(7 ) 

( 8 )  

(9 ) 



It :follows that 

� ( w) m 

� ( w) m 

Let 

L 
2R 

then 

� ( w) m 

� (w) m 

6.w . 

•ni· IJ w + --f 
4:rr 6.w .  J_ w - -

2 

= X  j y = 2Rx ; 

6.w . 
W + � 

2 �If 2R 6.W. J_ w - -
2 

2R 

·�i J J :2 w - 2 
2R 

2� (y) l� · l dy cr nJ. 

� (y)dy cr 

. 2( y ) 1 SJ.n 2R dy R 2 (�) 
dy = 2Rdx 

1 
R 
. 2 sJ.n X 2Rdx 2 X 

. 2 SJ.ll X dx 2 X 

( 10 )  

( 11 )  

( 12 ) 

(13 ) 

(14) 

( 15 ) 
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Now 

where 

F-8 

sin2 x dx 2 X 

. 2 

sin2 x dx 2 X 

1 
2 

Sln x dx 2 X 

1 
= -

2 

dx 
+ 

cos 
2 X X 

sin x dx X 

cos 2x dx 2 X 

sin 2x dx X 

( 16)  

( 17)  

( 18 )  

( 19 )  



I 

and 

� ( w) m 
9ini = 41( 

( /::,w. ) 
cos 

w -
R-t 

!:::.Ul .  J_ 
2 Ul 

-
2R 

9i (w) \�ni l 
R 

m 21l 
(JJ2 -

(Ul + 
!:::,Uli

) cos R 
2 

--�1--- + ----���--� 

!:::.Uli !:::.UJ. 
Ul + -- Ul + -2:. 2 2 

2R 2R 

+ 2 

m. ) (w - 6w. 
lll + -2:. 2 

+ R 
!:::.w .  

l lll + --2 

cos R 
!:::.lll . 

lll - 2 
l 

J_ 
2 

( 20 ) 

) 

( 21 )  

Equation ( 21 ) is the general expres sion for the noise spectral density 
at the output of the multiplier. We are intere sted in evaluating this 
spectral density at the center frequency of the narrow band-pass filter. 
We will then assume � ( w) to be flat across this narrow bandwidth. m 

The frequency of interest is 

w "" 1rR ( 22 ) 
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The assumption is  also  made that the input bandwidth may be limited to 

6w. = lO:rrR J_ ( 23 ) 

Using the assumptions stated above, the noise spectral density at the 
output of the band-pass filter B may be written as 

'P (w) = � (w) I c m J w=:rrR 
(24 ) 

ip ( w) c = l ip · I  .B_ r_ n2 2:rr ( lO:rrR + cos (6:rr ) cos (-4:rr ) 

24:rr�2 6:rrR - -4rrR 

Now, the noise power 
bandwidth B is  

� (w) = � j ip · l C 2:rr n2 

ip c w) = o. 488 I ip · I  C n2 

(25 ) 

( 26 )  

( 27 )  

( 28 ) 

N at the output of the band-pass filte r in the c 

F . l . 3  Signal-to-no i s e  Rat i o s  
From equat i on s  F . l . l  ( 10 )  and F . l . 2  ( 27 )  w e  may obt ain the s ignal ­

t o- no i s e  rat i o  at the output of the band-pas s filter of bandwidth B 
for program s t at e  P7 as 
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II 

2. 62 . 2 = -- Sln :rr 
K 

(.6.cp ) n J 
2 (.6.cp .) r i=l o 2 

( 1 ) 

( 2 )  

Equation ( 2 )  relates to the input si�1al-to-noise ratio computed in  a 
bandwidth B as 

2. 62 . 2 
= -- Sln :rr 

K 

( .6.cp r) II J o 
2 (6cp i) 

For program state P7, the product c r (t ) ct (t ) is a square wave 

clock signal 100 percent of the time . For other program state s 
c

r (t ) c
t (t ) is  a -square wave which reverses phase some percent of the 

time , on the average , depending on the percent correlation of C r 
with ct.  This behavior,  coupled with the filtering action of the band-

pas s filter, is  interpreted as causing the amplitude of s (t ) to be c 
proportional to the average amount of time cr (t ) ct (t ) is constant 

phase clock, or proportional to the correlation of 

proportionality factor �' normalized to the P7 
of s (t ) , is employed to account for the variation. c 

cr with ct . A 

value of amplitude 

.;r;;;_ has maximum 

value of 1. 0 in state P7 and minimum value of 0 . 25 in state P3 . 
defined as a correlation los s .  

Equation ( 3 ) may be generalized as �S C� = 2. 62 IL_ sin2 (.6.cp ) n J 2 (.6.cp . )  �Si� N B :rr -K r . l o l N .  B c l= l 

rx is  

( 4 )  
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It i s  seen that there has been an effective s ignal los s  due to the 
effects of the receiver code on the input noise , given by the factor 
2 • 62 or 0 . 835 . 

1f 
Equat ion ( 4 ) may be generalized as 

where 

LD = . 835 is defined as detect ion los s . 

F . l . 4  Receiver Threshold 

( 5 )  

( 6 )  

The threshold of the range clock receiver i s  the threshold of the 
clock loop in the receiver . The threshold treatment of the clock loop 
is that for a modulation restrictive loop as given in sect ion C . 4 .  The 
s ignal-to-noise  ratio used for threshold computat ions is  that given by 
equat ion F . l . 3  ( 6 )  above , except that it is  comput ed in the clock loop 
noise bandwidth . Thus , 

��BN rurx s in2 (L\ �i,) 6 Jo
2 (""i) ��jBN ( 1 )  

where rsi] i s  the total carrier-to-noise  ratio at the input to the LNij B
N 

range clock receiver , computed in the bandwidth B
N

. The value of LD 
is  0 . 835 . A worst case value of LK is  -l2. dec ibels . 
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F' . l . 5  Range Code Ac quis ition Time 
It is desirable to relate the time f'or acquiring the re1:ngi.ng code. to 

the signal and noise  parameters at the input to the range clock receiver , 
shown in f'igure F . l-1 , page F-1 . Ac quisition time i s  def'ined as being 
the total t ime to obtain indications of' correlation between the locally 
generated code components and the received code f'or a given probability 
or error , given prior acqui sit ion of' the range clock signal . Rapid clock 
ac quisition is as sured f'or the clock loop signal-to-noise rat io suf'f'iciently 
high . 

The code acquisition proces s  bas been physically described elsewhere 
(ref'. ll). The process  is known as "maximum likelihood acquisition, " 
and has been treated by Easterling (re f'. 12) .  With a s light modification 
Easterling ' s  treatment may be applied directly to the range clock re­
ceiver and code correlator. The modification is  that here the energy 
per bit i s  given by the di fference in correlation levels at the output 
of the correlator and not by the levels themselves .  

Fr om  equations F. l. l ( 10) , page F-5,  and F. l. 3 ( 6 ) , page F- 12, it 
is seen that the s ignal into the correlator is  

K 

s c ( t ) == �A JL;_ sin ('6cpr) II J0 (.6cpi ) sin wc1t (1 ) 

The reference signal f'rom the clock loop VCO has sine phase . �he sig­
nificant correlator output term, the difference term, is then taken as 

K 

Jo (L:,cpi) i=l 
( 2 )  

The desired output signal s 0 (t ) is  the change of s K( t )  when a 
code component is acquired. The change i s  always positive (ref'. 11 ) , 
there fore, s 0(t ) is always positive . � has only values 0. 25, 

0. 50, 0. 75 ,  or 1. 00 (ref'. 11 ) .  Acquisition of' a component is signaled 
by JI;;_ increasing f'rom it s initial value , say 0. 50, to the next 
higher value, say 0. 75. Therefore , the effective output signal may be 
written as 

K 

s (t )  0 (6Ci?r) IT Jo (b.Ci?i ) (3 )  
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where 

JLK2 = correlation value after acquisition of a component 

JLK1 = value before acquisition of a component 

Therefore, K 

s0 (t ) = t1( sin (b.Cfl ) fT J (b.cp.) r i =l O \  � 

The signal power at the output of the correlator i s  then 

S A2 
• 2 

o = 161(2 s�n 

The magnitude of the as sumed flat noise spectral density at the 
output of the correlator is 

and is related to the spectral density at the rece iver input through 
equation F. l. 2 ( 27 ) ,  page F- 10, as 

IJ:'lle ratio of output signal power to noise spectral density is next 
obtained as 

F-14 

s 0 

yq 

(4 )  

(5 )  

( 6 ) 

( 7) 

(8) 

( 9) 



s 0 
�

= 1 sin2 
6. 12 rc ( 10) 

The total code acquisition time for this system, assuming prior 
clock acquisitio� may be broken into two parts: the integration time 
required to make a decision within the assigned error probability on a 
maximum likelihood basis, and the built-in machine delay time . The 
following definitions are made: 

T = total code acquisition tirrE a 
T = machine delay time between trial correlations m 
T . integration time per trial correlation l 
W .  = the ith code component l 
pi = _period, in elements of the ith component wi 
Ni log2 Pi = number of information bits in w1 
l subscript designating longest component w1 
T

1 
= integration time per information bit in w1 

T , the machine delay time , is a built-in fixed parameter of the m 
ranging digital circuitry. T1 is an implicit function of the ratio of 
correlation signal �ower to noise spectral 
error, and information content N . of the l 
digital ranging system is implemented such 

density, probability of 
code component W . . The l 
that T .  l is fixed during 

any single range code acquisition. 
accommodate the code component w1 
highest information content N1. 

Therefore , 
of greate st 

T .  must be fixed to l 
length, which has the 

then 

(11 ) 
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The integration is performed sequentially on each e lement of a code 
component, and sequentially on the components themselves . Therefore , 
the total acquisition time may be written as 

( 12 )  
Since in  usable cases the sum of  the component periods is much greater 
than unity, the approximation holds that 

(13 ) 

The integration time per information bit may be s olved for, as 

( 14 )  

Easterling ' s  (ref. 12 ) figure is reproduced here as figure F. l. 
with the abscissa units relabeled to conform to this notation. For a 
given error probability and information content of the longest code 

s 
component, a value of T1 � �: � may be read directly from the curve . 

Given a requirement for T1, stemming from a requirement for T , the re-
S a 

0 quired output value / �o
j may be inferred . 
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Figure F. l . 5-l. - Error probability versus signal-to-noise density ratio 
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F . 2  PCM Telemetry Subcarrier Demodulator 

This  s ection will develop an approximate analysis  for the demodu­
lator shown in figure  F . 2-l . 

s .  ( t )  � 
Band­
pas s 

limite 

1( t )  Square q( t )  Band- c ( t )  
t-----ill'! pass 

filter 

Loop 
filte 

n .  ( t )  
� VL ' BL 

law 
device  

Low­
pass 

filter 

s ( t )  r 

s ( t )  0 

n ( t )  0 

Freq.  
mult . 

X 2 

Figure F . 2-l . - PCM telemetry subcarrier demodulator 

The input s ignal is taken as purely phase modulat ed , of the form 

si ( t )  = A  cos [wet + �s ( t3 ( 1 )  

where the modulation function is biphase 

( 2 )  

where 

ct ( t )  = s quare waveform having only the values ±1 
The input noise  is taken as a sample function of a narrow-band Gaus sian 
process , band-limited to the limiter bandwidth , as 

n . ( t )  = x ( t )  cos w t - y ( t )  s in w t 
� c c ( 3 )  
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From equation B. 3 ( 4 ) ,  page B- 6, the limiter output l(t ) is  taken 
as 

( 4 )  

This treatment will be limited t o  relatively high signal-to-neise 
ratios (SNR)  in the limiter. For high limiter SNR, 

v 
l(t)  == 4 ___1:! 1! cos 

from equation B. 2 ( 10 ) ,  page B-4 .  

F . 2 . l  Output Data Treatment 

( 5 )  

The l imiter signal i s  demodulated phase coherently by the product 
detector having gain constant K '� · It is  as sumed that the referenc e signal 

s ( t ) from the VCO is  ess ent ially noiseless when the output data is r 
usable . This implies that whenever the output data is  usable , the sub­
carrier tracking loop is  well above threshold . The referenc e signal is  
taken as 

s (t ) r sin w t c ( l )  

The output signal and noi se spe ctral density may be taken directly 
from equations B. 4 . 2 ( 8 )  and (10) , page B-9 , as 

s ( t )  = _g V K 1 sin cp ( t )  o 1< L cp s ( 2 )  

( 3 )  

Using the identity o f  equation A. 3 ( 3 ) ,  page A-7, equation F. 3 ( 2 )  
may be substituted in (2 )  t o  give 

( 4 ) 
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A quantity which is usefUl for predicting data quality is the 
ratio of output data bit energy-to-noise spectral density � �:0 , . 
This is given as the bit rate R times the ratio of output power to noise spectral density. 

where 

ratio of input subcarrier power to input noise spectral density 
Equation ( 7) holds for reasonably high limiter SNR. 

F . 2 . 2  Reference Loop Treatment 

(5 ) 

( 6) 

(7 )  

The square law device squares the limiter signal l (t )  and pas ses all zonal energy near the second harmonic of the subcarrier frequency through the band-pass filter to the phas e-locked loop . The output of the squaring device is 

(1 ) 
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I 

�� -

The driving signal for the loop is taken as the double frequency term, 

( 2 )  

For reasonably high limiter SNR ,  equation ( 2 )  i s  well approximated by 

( 3 )  

Due t o  the assumed square telemetry waveform, the signal term of equa­
tion ( 3 )  is identically 

then 

2� (t )  = � c (t ) = ± � s t 

Comparison of equation ( 5 )  with equations B . 2 ( 10 )  and 
B . 2  ( 11 ) , both on page B-4 , shows that the phase noise spectral 
density for the PCM telemetry reference loop is given by 

(4 )  

(5 )  

( 6 )  

Since c ( t ) contains no signal modulation, the loop will not have mod­
ulation tracking error, except possibly for Doppler effects. Neglect­
ing Doppler, the loop phase jitter is obtained from equation ( 6 )  and 
equation C . 2. 3  ( 1 ) ,  page C-14, as 

cr 2 
= 4 �Ni� 

� S . B 1 N 
( 7) 

The loop may be treated for threshold as in section C . 2. 4, employ­
ing equation (7 )  above . Equation (7 )  is valid for reasonably high 
limiter SNR. 
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F. 3 The Residual Carrier Tracking Receiver (Ground ) 

The ground carrier tracking receiver, shown below in figure F. 3-l, 
is a closed loop,  phase tracking, double- superheterodyne re ceiver. This 
section will determine the eQuivalence between the receiver and a simple 
phase-locked loop as treated in appendix C .  

FreQ. 

Re f'erence 
oscillator 

mul t. f4-----f 
X3 

Ideal 

FreQ. Div. 
7 2 and 
phase 

shif't 180 ° 

band- l ( t ) 
pas s  

m(t ) Loop 

limiter 
VL K ' 

c.p 

t---1 f'il ter t----, 
h ( 'f ) 

Figure F. 3-l . - Carrier tracking receiver 

In the f'igure , the various K ' s are amplitude transmission constants .  
The numbered subscripts ref'er t o  the nominal center f'reQuencie s o f'  the 
various signals. That is, s10(t ) repre sents a signal whose nominal 

center f'reQuency is  10 megacycle s .  The f'reQuency multiplication f'actor 
of' the network between the VCO and the f'irst mixer is m. The input 
signal is taken as in appendix C .  
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The VCO output voltage is taken as in appendix C ,  as 

( 2 )  

where � is not equal to we . The first mixer inje ction signal is a 
frequency multiplied version of the VCO signal. 

( 3 )  

The first intermediate frequency signal is one term of the product 

In particular, 

sin - m� 

( 5 )  

The second intermediate frequency signal i s one term of the product, 

( 6 )  
In . particular, 

( 7 )  

s10(t ) is the limiter input signal. The limiter output signal l(t ) 
has an amplitude constant dependent only on limiting level 

(8 )  
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The multiplier signal m(t ) is taken as the low-frequency term, as in 
appendix C. 

v 
Ecrv( t ) - cpi (tj m(t ) = -2K 1 

� 
sin ( 9 )  

cp 1( 

or 

v 
�i (t ) - mcpv

(tTI m(t ) = 2K 1 
� 
s in (10) 

cp 1( 

Equation (10 ) is identical in form to equation C. l (5 ) ,  page C-2. There­
fore , the VCO output phase function cpV( t ) may be written directly as 

'l'v(t ) � 2K� :L "V J t J w h ( <) sin Ei (t - <) - m'l'v(t - '� d<dt 
where 

0 0 

h(� ) = impulse response function of the loop filter 

KV = VCO constant 

Multiplying both sides of equation (11 ) by m, we obtain 

v J t JCXl mcpV( t) "" 2K�V 
n:L h(� ) sin 

0 0 

Equation (12 ) is identical in form to equation C . l ( 9 ) , page C-3 · 
Therefore , by analogy, equation (12 ) describe s a simple phase-locked 
loop with input uhase function of cpi (t ) , output phase function of 
mcpV(t ) ,  and open loop gain (neglecting loop filter constant ) of 

K "" ?_ K 1K _ _  mV n: cp--v- L 

(11 ) 

(12 ) 

(13 ) 

It is seen from equation (13 ) that the frequency multiplication constant 
m has been incorporated into the loop gain. The pre sence of the limiter 
in the loop may be expected to produce limiter effects, treated in 
section C . 3 . 1, under conditions of low limiter srm. 
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The conclusion to be drawn from the above is that the ground resid­
ual carrier tracking receiver may be treated for threshold as a normal 
phase-locked loop by the methods of section C . 4 . 

F.4 The Residual Carrier Tracking Receiver (Spacecraft ) 

The spacecraft carrier tracking receiver, shown below in figure F. 4-l, 
is a closed-loop, phase-tracking, double-superheterodyne receiver. This 
section will determine the equivalence between the receiver and a simple 
phase-locked loop as treated in appendix C . 

s ( t ) ml 

Freq. 
mult . 
xml 

Ideal 
s (t ) band-9 pass 

limiter 
VL 

s ( t ) m2 

Freq. ���------� mult. 
xm2 

l(t ) 
Kl cp m(t ) Loop 

filter 
h( 'f) s ( t ) 0 
Phase 
shifter 

90° 

Figure F. 4-l. - Carrier tracking receiver 

d(t ) vc o v (t ) v 
Kv 

Freq. 
divider 

7 2 

In the figure , the various K' s are amplitude transmission constants . 
The numbered subscripts refer to the nominal center frequencies of the 
various signals . That is, s47 (t ) represents a signal whose nominal 
center frequency is 47 megacycles . m1 and m2 are frequency multipli­
cation factors for the networks between the VCO and the mixers . 

The input signal is taken as in appendix C. 

s . (t ) = A  cos iw t + cp. (t)l l [c l J ( 1 )  
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The VCO output signal is taken as 

(2 ) 

The VCO signal is fre�uency multiplied by a factor m2 to obtain 
the second mixer injection signal s (t ) .  m2 

(3 ) 

The second injection signal is fre�uency multiplied by a factor � to 
obtain the first mixer injection signal s (t ) .  

� 

The first intermediate freQuency signal s47(t ) is one term of the product 

In particular 

The seconu intermediate freQuency sigr.al s9( t ) i s  one term of the 
product 
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(5 ) 

( 6 ) 

( 7 ) 



In particular , 

cos 

( 8 )  

s9( t )  i s  the limiter input signal. The limiter output signal l ( t )  has 
an amplitude constant dependent only on limiting level VL 

(9) 

The other input to the phase detector i s  s (t ) 0 which i s  the V.CO 
signal, fre�uency divided by 2, and phase shifted by 90° . 

s ( t )  0 -A sin 0 
� 
2 

As in appendix C ,  the multiplier s ignal m(t )  is  taken a s  the low­
fre�uency term of the product of l ( t )  and s (t ) .  0 

( 10)  

m(t ) � K�VLAo sin ti ( t )  - r2(1 + 
2
ml) + � �V(t} ( 11 )  

E�uation ( ll )  i s  identical in form to equation C. l (5 ) , page C-2.  There­
fore , the VCO output phase function �V( t )  may be written directly as 

where 

h( 'T) 

[2m (1 + m ) + il l - t: 2- 2 
l :J �(t - Tjr dTdt 

h ( 'T) = impulse response function of the loop filter 

KV = VCO c onstant . 

( 12 ) 
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We next obtain · 

�

2m (l + m ) + � 2 l cp. ( t ) = g K1V A K__ 
2 V � � L o-� �

(
1 +
2�)

+ �r 1 00 
0 0 

h( ') sin {'i'i (t - ' ) - t2m2 (1 + 2�) + � "v(t - 'J d'dt 
( n )  

EQuation (13 ) is identical in form to eQuation C. l ( 9 ) , page C-3. 
Therefore , by analogy, equation (13 ) describes a simple phase-locked 
loop with input phase function of �. (t ) , output phase function of l 
r 2m2 (1 +

2
ml) + 11 

t - � �V(t ) , and open loop gain (neglecting loop filter 
constant ) of 

�

2m (1 + m ) + l
l 

K = g K1V A K__ 2 l 
� � L o-� 2 ( 14 )  

It i s seen from equation (14 ) that the frequency multiplicati0n 
constants 

� 
and m2 have been incorporated in the loop gain. Also� 

the pre sence of the limiter in the loop may be expected to produce 
limiter effects , treated in section C . 3 . 1, under conditions of low 
limiter S:NR. 

It is interesting to note a difference between the ground carrier 
tracking receiver, treated in section F. 3 , and the spacecraft receiver. 
In the ground receiver, the input and output phase functions of the 
equivalent loop were the signal input phase function �. (t ) and the l 
first mixer injection signal phase function m�V(t ) .  For conditions of 
lock, the first mixer injection signal tracked the input signal phase 
exactly, assuming no static phase error in the equivalent loop. For 
the spacecraft receiver, the input and output phase functions of the 
eQuivalent loop are the signal input phase �. (t ) , and the function l [ �(l : �)+ � "v(t ) . This e�uivalent output phase function does not 
actually exist anywhere in the spacecraft receiver, as may be seen by 
examination of equations (1 ) , ( 3 ) , (4 ) and ( 10 ) . However, for the case 
where the equivalent loop is locked with no loop error , that is , where 
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(15 )  

it may be easily seen by substitution or equation ( 15 )  into equations 
(3 ) ,  ( 4 ) ,  (6) , (9 ) , and ( 10 ) , that the internal phase-locked loop in 
the spacecraft receiver tracks exactly, as does the second mixer injec­
tion signal. The first mixer injection signal tracks the input signal 
phase somewhat in error. 

The conclusion to be drawn from the above is that the spacecraft 
residual carrier tracking receiver may be treated ror threshold as a 
normal phase-locked loop by the methods of section C . 4 . 

F. 5 The Spacecraft Turnaround Ranging Channel 

The physical description and operation of the spacecraft channel 
which is used for "turnaround ranging" has been treated previously 
(ref. 13 ) .  This se ction will develop an approximate treatment for the 
channel. A rigorous treatment would be so complex as to be practically 
unusable. 

The turnaround ranging channel, shown in figure F. 5-l, comprises 
an ideal bandpass limiter, a coherent product detector, and a phase 
modulator. The up-link range code is demodulated, along with any sub­
carriers and noise in the bandpass or the limiter, and is remodulated 
along with subcarriers and noise onto the down-link. 

s .  l ..... s 
ni s 

(t ) 

(t ) 

Ideal 1 (t ) bandpass g 
limiter 

BL ' a_ VL c ' � s s 

Reference 
signal c 

cp m (t ) s Phase 
modulator 

G 6cp . m l 
-- --

· -

Down-link 
c subcarriers 

Figure F. 5-l. - Spacecraft turnaround channel 

The output signal or this channel, s (t ) , differs from that 0 s 

s (t 0 s ..... 

assumed in the treatment or detection .in appendices D and F due to 
several effects of the channel . The the�ry or appendices D and F must 
be slightly modified to account for these effects. The effects are an 
additional noise spectrum on the down-link due to turned-around noise , 
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a suppression of the desired dawn-link signal due to remodulated rioise , 
a suppression of the desired signal due to the spacecraft limiter, and 
a suppression of the desired dawn-link channels due to turned-around 
sub carriers . 

The input signal to the limiter, s . (t ) , is taken in normal form � s 
as a sinusoid, phase modulated by the sum of range code plus an arbi­
trary number, L, of subcarriers. 

where 

L 
cp ( t )  = .6.cp.Vc ( t ) + L: .6.cp . sin lwJ. t + cpJ. ( t )1 s r j =l J L J 

The subscript j denotes up-link subcarriers explicitly. 

( 1 )  

(2 )  

The input noise is assumed to be a sample function of a Gaussian 
noise process , white, and band-limited to B , the physical bandwidth 
of the limiter. L

s 

n .  ( t ) = x ( t ) cos w t � s c s 
y (t ) sin w t s c 

The subscript s denotes a spacecraft quantity. 

( 3 )  

From equation D. 2 (10 ) , page D-11, the multiplier signal driving 
the phase modulator is approximated as 

where 
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s 
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From e�uation D . 2 ( 5 ) , page D- 10, � is approximated as 
s 

where 

a,L s 
2 l 

NisJ s .  = spacecraft limiter input noise-to-signal ratio 
ls BL s 

The phase modulator sums the ranging channel 
normal down-link subcarriers . A modulation gain 
the ranging channel. The normal subcarriers have 
Then the output signal 

s (t ) = A  0 0 s s 

s (t ) 0 s 
is given as 

K 
L: 6cp. 
i=l J_ 

sin 

(signal) with the 
G is applied t.o r 
phase deviations 

G m (t� r s  J 

( 5 )  

(6 )  

For simplification, we may define a phase index 
channel as 

for the turnaround 

2K 11! G 
6 cp Ls r 6CP. = ---m :rr 

then the phase modulator output is 

fct + 
K Eit + cpi (tD so ( t ) = A  cos L: 6cp . sin 0 J_ s s i=l 

t Jf y (tj} + 6cpmcx,L in cps (t ) + ; 1
s s 

( 7 )  

(8 )  

F-31 



The input s ignal re ce ived at the ground is  taken a s  

K 
z:; L':,.cp 0 

i=l l sin 

( 9 )  

where A g differs from A 0 s 
according to the s ignal gains and att enua-

t ions between spac ecraft and ground . 

F . 5 . 1  Equivalent Noise  
Observation of  equation ( 9 )  shows that the s ignal rec eived at  the 

ground contains phas e noise  of the form 

t:, 'P.. a1 y ( t )  

'PI/)( t )  = 

. f"4  m s s _ 

V n A ( 1 )  
s 

The effect s of this noise are two-fold .  First , the noise  appears at 
the ground as noise and lowers the effect ive ground input s ignal-to­
noi se  rat io .  Secondly , the phase noise removes power from the carrier 
and effectively suppresse s  the remaining modulation . The suppress ion 
effect has been treated by Middleton ( ref . 14 ) .  

The as sumpt ion is  made that the r .m . s .  phase deviat ion of the 
s ignal due to the phas e noise  is small enough so that the resulting 
phase noise spectrum is not spread or broadened beyond that of the 
or iginal spac ecraft nois e .  Then an equivalent ext ernal " incremental " 
noi se  function Nt:, ( t ) may be postulated , which , when summed with an 

as sumed "noisele ss"  received s ignal , gives the same phas e noi se as that 
of the actual received s ignal . That is , an equality is defined as 
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s .  l g 
( t )  � A e g 

2 cos 
K 

+ L: /:,!p. 
i=l l sin 

( 2 )  



where 

and 

2 -a;ps e 
phase 

2 4 
(Jr.p = :;r s A 

2 
s 

( 3 ) 

( 4 ) 

is  the power suppres s ion factor of  Middleton ( ref . 14 ) due to 
modulat ion by Gauss ian noise  having an r .m . s .  value of crr.p • 

s 

As suming that the modulation bandwidth encompasses all the noise  
passed through the spac ecraft limiter , equation ( 4 ) may be  rewritten as 

2 
(Jcp s 

(5 ) 

The incremental noise function may be related to the phase noise 
function as 

y (t ) If 6cpm� ys (t ) 
6 4 8 
A = n A 

g 8 
( 6 )  

From equation ( 6 )  the noise spectral density of the incremental noise 
function may be inferred as 

4 2 
::: - 6Cfl n: m � n .  1 

s 
( 7) 

F-33 



Dividing equati on ( 7) by the value of the actual ground system noise spectral density gives 

then 

and 

� �n� I l ;nig l 
4 2 = - �CP. � :rr m 2 A,/ l"ni. l  

s A 2 iP s n .  1g 

l 
s

.

� 

_:g_ N. 1 B L � �n6 j  l il!nig l 

4 2 2 :: - 6cp � :rr m 
s 

:::J�J 
s 

�CP. 2 
�

BL � �n6 1 
m 

s l il!nig l 
:: 

�:�� 

l + n: 
4 

s 

(8) 

(9 )  

(10) 

It should be noted that the quantity N:g 
s

. � represents a computation 
g BL s 

of the signal-to-noise ratio due to the actual ground system noise spectral density, taken in a bandwidth equal to the spacecraft limiter. If the normal thermal input noises to the spacecraft limiter and ground receiver are assumed to be uncorrelated, a total equivalent noise spec­
tral density in the ground receiver may be postulated as 

( ll) 
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�J� l 
.6CP. 2 ��� I = � 1 + 

s ( 12 ) n . m �::]� J_ g 
1 + 

1( 
4 

s 

Equation ( 12 )  is an approximation usable within a bandwidth narrower 
than the spacecraft limiter bandwidth and centered on the ground received 
carrier frequency. 

F . 5 . 2  Equivalent Signal 
From equation F . 5 . 1 ( 2 ) , page F-32 , the signal phase function of the 

turned-around channel as received at the ground is gi.ve11 as 

� (t ) = .6CP. � sin � (t ) sT m Ls s 

Employing the identitie s of appendix A, this signal is seen to be 

'i'sT
(t ) = "'rm"Ls 

E( t ) sin ("'i'r) cos ��1 &pj sin E} + cpj (t� 
(1 ) 

+ cos ("'i'r) sin ��1 6q>j sin Ejt + q>j (t�}) ( 2 ) 
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The turned-around signal will be approximated by only the primary code term and the first order subcarrier terms. Then 

cp ( t )  ==: .6t"P. a,L fin (.6cp ) n J �6cp · )ct ( t )  sT m r . 1 o J s J = 

L 
+ 'E 2 cos 

j =l 

L 

(6cpr)Jl pcrj)�=� ro (6crh] 
hfj 

sin (3 )  

The equivalent noiseles s  signal received on the ground is  expressed finally as 

s (t ) = A e  g g 

where 

and 

2 - cr  
_3L 

2 

6cp e ff r sin 

L 
+ 'E .6cp .eff sin lmJ. t + cpJ. ( t )l j =l J L J 

(4 )  

L 
6cp jeff = 26cpm�s 

cos ( .6cpr) J 1 (6cp j) 1J � 0 (6cph D 
h=j 

( 6)  

As in section A. 3 ,  the residual carrier term may be written as 

s 
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c g (
t )  = A e  g cos 

L K 
(6cpreff) TI r:i0{6cp.eff� TT G (6cp .� j =l L \ 

J � i=l [0 �!J 
cos (.!) t c 

(7 )  
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APPENDIX G 

PHASE MODULATED SIGNAL DESIGN 

This section treats the design and optimization of narrow deviation 
phase modulated sinusoidal carriers. The modulati on functions are taken 
to be baseband functions and/or subcarriers . Only the determination of 
the various modulation indices is treated, since selection of subcarrier 
frequencies is a separable problem and is a function of the spectral ex­
tent of the modulated subcarriers themselves . 

The signal to be treated is taken from equation A. 3 ( 1 ) , page A-6. 

where 

A 

w c 
ct (t ) 
.6cp r 
.6cp. l 
w .  l 
lp .  (t ) l 

carrier amplitude 

carrier radian frequency 

� .6cp. sin lw . t + cp . (t )l� 
i=l l [l l � 

ranging code , having only value s ±1 

peak phase deviation of carrier by ranging code 

peak phase deviation of carrier by the ith subcarrier 

radian frequency of the ith subcarrier 

effective phase modulation on the ith subcarrier 

( 1 )  

It is assumed that the restriction to small phase deviations in­
sure s that most of the signal power will be concentrated in the zero 
and first order signal products . 

It is assumed that signal detection is performed using phase 
coherent product detectors, treated in appendix D, or a specialized 
ranging receiver, treated in _ section F.l. 

There are two basic signal design criteria, subject to certain · 

boundary conditions on the residual carrier and the amount of allowable 
intermodulation. 
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The first criterion is a set of minimum design goals for the infor­
mation channels . These design goals are generally specified by a mlnlmum 
channel signal-to-noise ratio and the bandwidth in which it is taken. 
The signal must be designed so that as carrier power is decreased in 
the presence of additive white Gaussian channel noise, the minimum de­
sign goals are met simultaneously. 

The second criterion is that when the channel d esign goals are 
simultaneously achieved, the channel signal-to-noise ratios must be max­
imized within the capabilities of available carrier power. 

A boundary condition is that satisfaction of the basic design cri­
teria should not reduce the signal-to-noise ratio in the residual car­
rier channel below its minimum design goal . 

A second boundary condition is that the amount of unusable power 
or intermodulation products resulting from the satisfaction of the two 
design criteria should not be overly large . 

G. l Solution for Modulation Indices 

For a coherent product detect6r, the output signal-to-noise ratio 
for the jth modulated subcarrier, taken in a bandwidth B , is obtained o . J 
from equation D . l. 4. 1 ( 6 ) ,  page D-7, as s � o . � B J o . 

(1 ) 

J 
where 

8t l N�B = ratio of total signal power to input noise power in a 
bandwidth B o . J 

For either a coherent 
ceiver of section F. l, the 
code , taken in a bandwidth 

page F•l2, in the form 

G-2 

o . J 
product detector or for the range clock re­
output signal-to-noise ratio for the range B , is taken from equation F. l. 3 (6 ) , 0 m 



. 2 s�n ��r) �:1 Jo2 (�i)�;]Bo 

For a product detector 

In terms of the notation used in section F. 1. 3 , 

s 0 
� 
N 0 r 

B 0 r 
= B N 

Equations (1 ) and (2 ) may be rearranged as 

1 

K 

2 cos2 (6cpr) J1
2 (6CtJj ) t=i Eo2 (6cpiD 

ifj 

Equations ( 5 )  and (6 )  may be combined as 

(2) 

r 

(3 ) 

( 4 )  

( 5 )  

(6 )  
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1 1 1 1 1 1 1 1 111 

Equation ( 7 )  may be simplified to 

B 0 
j 

s .  ]_ 

( 7 )  

(8 )  

In general, for range code plus K subcarriers , there are K equations 
of the form of equation (8 ) . These may be written in summed form as 

K 

X 
Jl
2
(
6cpJ L 1 lnlx 2 (9 )  

�:�B 

= X tan 
(
6'Pr) J 0 

2 
(
6'Pi ) 2B0 

[:

0

� 
i=l B o . ]_ r or B o . 0 ]_ r 
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The bandwidths are treated as system constants , and the signal-to-noise 
ratios as independent variables . 6cp . and 6cp are dependent variables . l r 
When the bandwidths and signal-to-noise ratios are assigned as minimum 
design goals, repeated simultaneous solution of the K sets of equations 
yields sets of solutions (6cpr' 6cpi ) satisfying the first design criterion. 
The solutions are not unique as there are an infinite number of solutions. 

For a signal having K subcarriers only, with range code deleted, 
the equations analagous to equations (9 ) are 

K-1 

L: 1 

G:�B 

X 

i=l B o. l 
o . l 

Jl
2( 6cpJ = 

Jo
2(6cpi) 

1 

rs 
� 

o .+l B __ l_ 
oi+l 

Noi+l B 

Jl
2 (6cpi+l) X 2 Jo (6cpi+l) 

0i+l 

( 10 )  

For the special case of a subcarrier which is phase- shift keyed 
±90° , it is easily seen that 

where 

R = keying bit rate 

E = energy per bit 

E =: 
R

1if 

\ � \ = value of channel noise spectral density 

( 11 )  
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For the special case of a quadraphase subcarrier which i s  phase­
shift keyed by two telemetry channels, it may be determined that 

( 12 )  

where 

R and R = telemetry bit rate s  X y 
E and E = te lemetry energie s per bit X y 
I !I? I = value of channel noise spe ctral den sity 

For the special case of the turnaround ranging channe l, a relation be­
tween the effective turned-around phase indice s of the range code and 
up subcarriers on the down carrier may be obtained by dividing equa­
tions F. 5. 2 (6)  by F. 5. 2 (5 ) ,  page F-36. Then 

where 

G-6 

6cp .eff 
6cp e ff r 

L 

cos u �cpr ) Jl (L1cp j )  IT J 0 (L1cph ) 

= ---------- _h�:/:,_j __ _ 

6cp . e ff 
6cp e ff r 

L 

s in (L1cp ) n J (L1cp ·) r j =l o J 

= 2 cot 

1\ d . t . +' th . th b . th i Dcp . = evJ..a J..on O.L e J su carrJ..er on e up carr e r  
J 

6cp = deviati on of the range code on the up carrier r 

----- ·--- -·-· -- ' "" '"" 
• 1 1  •-•• 1 1 1 •1••-II-U 1-II II .. I IG 11 1 1  1111 1 1  

(13 )  

( 14 )  
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Substitution of' equation (14 ) in equation (8 )  gives 

Bor�:�
B [�t . 

r ef�2 
B X 2 r ( 15 ) o .  .6.cp j e f'f' J 

0 J r 

where , f'or the turnaround channel, correlation loss � and detection 
loss In are taken as identically unity. 

G. 2 Maximization of' Subcarrier Channel Signal-to-noise Ratios 

Inspection of' equation G. l (1 ) , 
t . t . . th . th b . o-nolse ra lO ln e J su carrler 

page G-2, shows that the signal­
channel is proportional to a f'm1c-

tion of' modulation indices given by 

K 

Fj (�r' L'.<pi) " cos2 (�rF1
2
(�j) TI ro2 (�iD 

i�j 

( 1) 

For a signal composed of' K subcarriers and ranging code , maximization 
of' all the subcarrier channel signal-to-noise ratios is obtained by 
maximizing equation ( 1 )  f'or any arbitrary j , using sets of' (.6.cpr' .6.y.i) 
which are solutions of' equation G. l (9) , page G-4. Since simultaneous 
satisfaction of' equation G. l (9 )  sets all the subcarrier channel signal­
to-noise ratios proportional to each other by constants, maximization 
of' one subcarrier channel maximizes all subcarrier channels . 

G. 3 Boundary Condition on Residual Carrier 

The signal-to-noise ratio f'or the residual carrier channel in its 
bandwidth B may be determined f'rom equation A. 3 (7 ) , page A-8, to be c 

2 cos (1 )  
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Rearranging equation (1 )  and equating to equation G . l ( 5 ) ,  page G-3 , we 
have 

:�B c 

or 

1 

2B0�:]Bc 

= 

s .  ]_ 

l 

� J o . B ..........J. o . N 
J oj Bo 

(2 ) 

X 
Jl
2 (6cpj ) (3 ) 

Jo
2 (6cpj ) 

J 

The boundaTy condition is obtained by stipulating that when the signal­

to-noise ratio in the jth subcarrier channel falls to its design goal 
the signal-to-noise ratio in the residual carrier channel should be 
equal to or greater than its design goal. Then, 

G-8 

1 

o . 
B ..........J. 
�s 

o . N 
J o . B J 0 . 

J 

( 4 )  
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G. 4 Signal Efficiency 

From equations A. 3 ( 6 )  and (7 ) , page A-8, it may be determined 
that the powers residing in the residual carrier component, prime code 
component, and first order subcarrier components of the modulated signal 
are given, respectively, by 

P carrier 

P code 

P subcarriers 

o �in2 (�'�r) �:1 J02 (6�i} �
2 

o t cos2 ( �r) � [12(�j )  � J0" (�i�} �2 

( 1) 

( 2 ) 

The total usable power, or effective power, is given as the sum of the 
three component powers as 

K 

L ( 4 )  
i=l 

The percent, or decimal, effective power, referred to the total carrier 
power is 

The difference between effective power and total power is unusable 
power composed of other modulation products .  % Peff may be used as  a 
boundary condition on channel maximization. 
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APPENDIX H 

SUPPLEMEl'i!TARY THEORY 

H. l The E�uivalent Noise Bandwidth of Linear Networks 

Figure H. l-1 shows a diagram of a two-port linear network which is 
described by an input- output voltage transfer function G ( s ) in the 
complex variable s . 

where 

v. (t ) 
0 l G ( s ) 

Figure H. l-1 . - Linear network model 

v (t ) 0 

The transfer function is defined as 

v ( s ) 0 

v .  ( s ) l 

V ( s ) 
G ( s ) = v�(Sf l 

unilateral Laplace transform of the output 
voltage function v . (t ) l 
unilateral Laplace transform of the input 
voltage function v (t ) 0 

(l )  

Since the network is linear, the principle of superposition applie s and 
the treatment of the network for noise inputs may be made independently 
of considerations about the presence of signal. 

The input to the network is taken as n . (t ) , a sample function of l 
a Gaussian process . 
That is, 

n . (t ) l i s a function with finite non-zero power. 

(2 )  

where the bar denotes "average . "  It is assumed that the input noise 
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has some noise spectral density, � ( jw) ,  which is a real, even function 
of the imaginary variable jw. ni 

Papoulis (ref. 15 ) has shown that for finite power inputs to linear 
systems, the output spectral density may be written as 

where 

� ( jw) n 0 

I 2 lim [ J G ( jw) l = s->jw e( s ) G (-s� = G( jw)G ( - jw) 

(3 )  

( 4 )  

The total noise power out of the linear network is obtained by integrat­
ing the output spectral density with respect to frequency. 

N 0 
l 

2nj � ( jW)djw n 0 
l 

= --

2nj 
iJin . ( jw) jG ( j w) j

2 
djw 

l 

For the case where the input spectral density is constant or flat 

( 5 )  

with value I �ni l ' in the regions of G ( jw) of interest, the integral 

may be rewritten as 

N 0 
l 

2nj ( 6 )  

Note that the use of transfer functions which exist for positive 
and negative frequencies implies the use of input spectral densities 
which are also "two-sided . " This is no cause for alarm and is merely 
a consequence of the use of Fourier transforms. The Fourier transform 
of a real-time function is always two-sided. If, in the physical world 
where only positive frequencie s have meaning, a "real" one-sided spec­
tral density N is given as 

N KT ( 7 )  
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where 

K .= Boltzmann ' s  constant 

T = temperature 

then the eq_uivalent "two-sided" spectral density is simply 

( 8 )  

It i s  possible to def'ine an eq_uivalent " sq_uare" transf'er f'unction 
having constant amplitude G , some reference amplitude of' the original r 
transf'er function, and a transmission bandwidth (two-sided) of' j26�. 

This eq_uivalent transf'er function is def'ined such that the power trans­
mitted through it f'rom a white , Gaussian input density is exactly eq_ual 
to the power transmitted through the original transfer function. The 
eq_uivalence is made by eq_uating output noise powers 

then 

N 0 
l 

= --

2:n:j 

l j26mN = -2 G r f jo:> 2 . IG( jm) I djm  

-jo:> 

The treatment will nmr be confined to transfer functions which are 
ratios of' polynaminals in s ,  of' the f'orm 

G ( s )  = �t:j 

(9 )  

( lO) 

( ll)  

where the degree of' Q( s )  is at least one greater than P( s )  and all 
the coef'f'icients of' s are real. 

The lef't-hand q_uantity of' eq_uation ( lO )  is called the "imaginary 
two-sided eq_uivalent noise radian bandwidth .. " The real one-sided 
equivalent noise bandwidth in cycles is related as 
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( 12 )  

R is the physical square bandwidth through which equal power will be -J\f 
transmitted as that tra�smitted through the related trans fer function.  
For transfer functions of the type specified, contour integration and 
the theory of residues maY be used to solve equation ( 10 ) . 

Figure. H. l-2. - Contour of integration 

' 

Along the contour shown in the above figure, the equality holds . 

lim 1 + I R j -+<o  G ( s )G ( - s )  ds 

c2 

(13 ) 

For large I R I the tr�nsfer functions treated are of the order of  1/s 
0 

and the integrand G(  s )G( - s )  is of the order 1/ s'-. For these transfer 
functions and large J :R I the integral along path c2 approaches zero. 
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then , by the theory of' residues 

and 

or 

{Residues of' G(s )G(- s )  J G( jw)G(-jw) djW = 2rrj 
in the lef't-half' plane 

2rr 
,... 2 
'u r 

{Residues of' G(s )G( - s )  } 
in the lef't-half' plane 

�Residues of' G(s )G(-s ) } �n the lef't-half' plane 

H. 2 Equivalent Noise Temperature of' Linear Systems 

H . 2 . l  Single Networks 

( l4) 

( l5 ) 

( l6 )  

Every linear network , act ive or pas s ive , contribut e s  noi s e  t o  a 

s i gnal pas s ing through it . For purp o s e s  of' predict ion , it i s  important 

that the noi s e  propert i e s  of the networks dealt with b e  known . 

It is well known that a resistance having a physical temperature TR 
produces a white Gaussian one-sided noise spectral density (available 
power) .  

where 

m ( ) joules 
-R f' = KTR l d eye e :per secon 

K = Boltzmann ' s  constant 

(l )  

It is possible to  attribute noise produced by a linear network to  an 
imaginary resistance at the network input, matched to the inpu� and to 
consider the network itself' noiseless . The temperature of' this imaginary 
resistance which would be required to produce the network noise if' the 
network were noisele ss is called the network ' s  "equivalent noise 
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temperature . 11 Since the network is asstmJ.ed linear, the presence of a 
signal or other uncorrelated noise does not influence the network self­
generated noise or its equivalent noise temperature . 

G 

N 
(noisy) 

(a ) 

(b ) 

G 

S + N 0 0 

N 
(noiseless ) 

Figure H. 2. l-l. - Equivalent noise temperature of a noisy linear network 

Figure H. 2. l-l shows the resolution of a J inear noisy network N 
having power gain G into a noisele ss network fed by a resistor having 
equivalent noise temperature TN. The summing junctions are a concep-
tual aid, indicating the summing of temperatures . They are not physical 
circuit summing points . 
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In figure H. 2. 1-l (a ) ' 
s ,: GS . 0 l 
N ,: NN 

+ 
GN . NN 

+ 
GKT . (per cycle of equivalent:? 0 l noise bandwidth ) l 

( 2 )  

where 

NN noise contributed by the noisy networks 

In figure H. 2 . 1-l (b ) ' 
s ,: GS . 0 l 
N :::: N

N 
+ GN - GKT + GKT . 0 i N l ( 3 ) 

N :::: GK (TN + Ti) 0 

It is seen that in terms of equivalent noise temperature and on a per 
cycle equivalent noise basis , the ratio of input to output signal-to­
noise ratios (noise figure ) is given as: 

s . l 
N . l 
s 0 
N 0 

s . l 
KT .  l 
GS . l 

TN 1 + T . 
l 

( 4 ) 

This ratio is a figure of merit, which, when equal to one , indicates a 
noisele ss system. 

H . 2 . 2  C a s c ade d Netwo r k £  
There are gener a lly two s ituat i on s  whe r e  i t  i s  de s i r able t o  obtain 

an e quivalent n oi s e  temper atur e for two or more networks in c a s c ade . 
The fir st c a s e  i s  for two noi sy networks e ac h  having power gains gre ater 
than unity . It i s  de s i r ab le to have an e quivalent temperature r e fe r enc e d  
t o  the input o f  the fir s t  network . The s e c ond c a s e  i s  for a noi sy 
ne twork with power gain gre ater than unity , fed by a pa s s ive ne twork 
with power gain le s s  than unity , fe d by s ome "input " noi se temper atur e .  
It i s  de s irab le t o  ob tain an equivalent noi s e  temperature r e ference d  
t o  the input of the network with gain gr e ater than unity . 
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I l l 

Consider two arbitrary 
and G2 and equivalent noise 
network inputs of T1 and 

e 

networks in cascade , having power gains Gl 
temperatures , referred to the individual 
T2 , respectively. e 

N 0 

Figure H. 2 . 2-l . - Cascaded linear noisy networks 

The available output noise power is 

N 0 

N 0 

( 1 )  

( 2 )  

( 3 )  

Equation (2 ) shows that the equivalent noise temperature referred to 
the input of the cascaded networks is 

T n . J. 
== T 1 e 

( 4 )  

Equation ( 3 )  shows that the equivalent temperature referred to the output 
of the cascaded networks is 
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T n 0 
( 5 )  
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It can be shown (ref. 16 ) that the e�uivalent input noise temperature 
of a linear, bilateral, passive network, having power gain G , whose p 
physical temperature is  T , is given as p 

T p (6 )  

Case 1: For the special case of two noisy networks with power 
gains greater than unit� e�uation (4 )  shows that the e�uivalent noise 
input temperature is  

( 7 ) 

For G1 sufficiently high, T1 denote s the expres sion. 

Case 2: For the spe cial case of a noisy hi-gain network, fed by 
a lossy passive network, fed by some input temperature T . ,  figure H. 2. 2-2 l applie s .  

I f  the los sy network i s  defined by its attenuation or los s factor L 
where 

then 

(8 )  

( 9 ) 

T e ( 10)  
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.... 

GL 
T 

p 
( lossy ) 

GL 

( lossy ) 

(a ) 

+ 
> � 

Te 

-'--

(b ) 

G
N 

(noisele s s ) 

t-----o N 0 

.... N 0 

Figure H. 2 . 2-2. - Cascaded passive and noi sy network s 

H. 3 The Band-pas s Amplitude Limiter 

This section sets down, in the notation used e lsewhere in this 
paper, certain pertinent re sult s of the classic analysis of Davenport (re f. 4 ) .  The analysis was performed for an ideal " snap-action" limiter 
followed by an ideal band-pass  filter. The driving s ignal was taken as 
a c onstant amplitude sinusoid embedded in narrow-band Gaus sian noise . 
Narrow-banding of the input noise is  taken t o  imply band-pass filtering 
at the input to the limiter. The model is shown in figure H. 3- l .  
The output spe ctrum o f  the limiter itse lf contains spe ctral contributions 
centered not only at the fundamental input center frequency, but also at 
harmonic s  of the input center frequency. The action of the output band­
pass  filter is to allow transmis sion of only the energy centered on the 
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I -

L 

s .  Band-l n. pass 
N .  l f'ilter 

Ideal Band-

limiter pass 
f'ilter 

I I 
s 0 
0 

N 0 

Figure H. 3-l. - Band-pass limiter model 

�1ndamental input f'requency. For an output f'ilter suf'f'iciently wide to  
pass  all the zonal energy centered on the fundamental f'requency, Daven­
port ' s  analysis  shows that the output signal and output noise are re­
lated to the input signal-to-noise ratio ( SNR )  by rather complicated 
expre ssions involving the conf'luent hypergeometric f'unction (ref'. 17) . 
The important results are reproduced below. Figure H. 3-2 is a graph of' 
output noise power and output signal power versus input SNR. 

Observation of' f'igure H. 3-2 shows that the total output power of' 
the band-pas s f'ilter is constant and is given by 

where 

p 0 

VL = voltage limiting level 

( l )  

At low input SNR it i s  evident f'rom f'igure H. 3-2 that the output 
signal power is suppre ssed f'rom the value at high input SNR. Thi s sup­
pre ssion may be expre ssed through use of' a signal voltage suppre ssion 
f'actor aL such that 

s 2 p 
o 

= aL o 

Martin (ref'. 7 )  has approximated � by 

1 
= 

l + � [:;] 
where is the input noise-to- signal ratio. 

imate are plotted in f'igure H. 3-3 ·  

( 2 )  

The actual and approx-
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Figure H . 3-2 . - Limiter . signal and noise suppression versus input SNR 
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Figure H.3-3 · - Exact and approximate signal suppre ssion 

Davenport ' s  analysis was for the case of an unmodulated sinusoidal 
signal. For the purpose of s implifying the analysi s  in this paper, the 
assumption will be made that the re sult s cited above apply eQually to 
angle modulated sinusoidal signals. 

H. 4 The Range EQuation 

Thi s section will derive the signal-to-noise ratio, computed in an 
arbitrary bandwidth B at some reference point of a radio re ce iver, due 
to transmission of radio energy from a transmitter which i s  physi cally 
separated from the re ce iver by a distance R.  

Figure H. 4-l shows the model of the communications link to be used 
in the derivati on. A transmitter with output power P

T 
feeds an an-

tenna with power gain G
T 

through a lossy network having power gain 

G
LT

' GLT is a number le s s  then unity. The energy from the transm�tting 

antenna propagate s across the distance R to the re ce iving antenna 
which has a power gain G

R . Only a portion of the transmitted energy 
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XMTR 
GT GLp 

GR [:�B 
RCVR 

� B 

R 
Ts 

Figure H. 4-l. - Communication link model 

is intercepted by the re ce iving antenna . This loss of power is attrib­
uted to a propagation power gain GLp less  than unity. The power 

intercepted by the antenna is  passed through a los sy network, having 
power gain GLR' to the reference point of the re ceiver. Noise in the 

link is attributed to  an external system noise temperature T8 summed 

with the signal at the re ference point . 

The reference point for determining the signal-to-noise ratio is 
generally the input of a stage which has sufficient power gain so that 
addition of noise by subsequent stage s is  negligible . 

Figure H. 4-2. - Antenna ge ometry 

Figure H. 4-2 details the geometry of the antenna system. The trans­
mitting antenna gain is due to a bunching of the transmitted energy into 
a beam. This beam effe ct then raises the area power density of the re­
ce lvlng antenna. The e ffect is the same as if a higher effective pov0r 
Peff had been radiated by the transmitter. 

( 1 ) 
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L - � 

The receiving antenna has an effective radio frequency area Aeff 
which i s  the area of the passing radio wave from which the antenna ex­
tracts all energy. 

The area power density at the receiving antenna is given by simple 
geometry as 

where 

GLp = e ffect of propagation loss  

The amount of power extracted by the receiving antenna is 

= 

GLp p e ff Aeff 

47!R2 

( 2 )  

(3 ) 

The effective area of an antenna for receiving has been related to 
the power gain for transmitting by Friis (ref. 18) and othe rs as 

( 5 )  

where 

A = wave length of the radio energy 

then 

( 6 )  

The power reaching the receiver reference point i s  

( 7 ) 
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The loss of power due to geometry may be attributed to  a 11  space 
loss 11 having power gain GLs ' 

(8 )  

where 

C = velocity of light 

f = radio energy freQuency 

then 

(9 )  

The e ffect of  K different power gains may be  expre ssed compactly as 

K 
Si = PT n G .  

i=l � 

The power gains les s  than unity may be expre s sed as 

then eQuation ( 10)  may be written 

K 

n 

(10)  

( 11)  

(12 ) 

The noise behavior of the receiver may be attributed to an input two­
sided noise spectral density � ( f) where ni 
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KT 
� ( f) = 2

s = n
i 

I I 

( 13 )  
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I 

over same frequency range of interest where K is Boltzman ' s  constant 
and T is the equivalent system noise temperature . The noise in an s 
arbitrary bandwidth B is  given as 

or 

The signal-to-noise ratio at the reference point is now written 

s i_ I 
NJ B 

K 

n Gi i=l 
X L 

Tf L .  
j =l J 

H. 5 Antenna Polarization Loss 

�;rn] 2 

(14 ) 

( 15 ) 

( 16) 

The polari zation of a radio wave is de fine d according to the space 
orientation of it s ele ctric vector. For an Earth bound re ce iving sta­
tion, a radio wave whose electric vector is perpendicular to the Earth ' s  
surface is said to be vertically polarized ; a wave whose electric vector 
is parallel to the Earth ' s  surface is horizontally polarized. Both are 
special case s of linear polarization,  wherein the electric ve ctor always 
lies  in one unique plane which is perpendj cular to the plane of the wave . 
A more general type of polarization is elliptic polarization where the 
ele ctric vector rotate s in the plane of the wave and varie s in amplitude 
as a function of rotation angle . Figure H. 5- l  applie s .  

Figure H. 5-l shows a plane wave propagating out of the page , whose 
plane lie s  in the page . The sense of rotation of the electric vector 
with re spect to  the direction of propagation is  clockwise . This is de­
fined as "right-hand" polarization. The locus of ele ctric vector 
amplitude is an ellipse , hence the name elliptic polarization. The 
ratio of minor axis length to maj or axis length for the ellipse is 
called the "axial ratio" or "ellipticity ratio" . It is seen that lin­
ear polarization is a spe cial case of e lliptical polarization where the 
axial ratio is zero. The spe cial case for axia.l ratio of one is  called 
circular polarization. 
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Plane of wave 

Ele ctric ve ctor 

----+---� Sense of 
Locus of 
e le ctric 

""' - - - .,. rotati on 

ve ctor amplitude Dire ction of 

wave propagation 

Figure H. 5-l. - Ellipt i c  polari zat i on 

It can be sh own (re fs . 19 and 20 ) that an antenna which transmit s  
e llipt i cally polarized wave s can be used t o  rec e ive energy from an inc i ­
dent e llipt ica lly polarized wave . I f  the antenna p olari zat i on exactly 
matche s the wave polarization ,  maximum ene rgy is extra ct e d  from the 
pa s s ing wave . If not , there is an e ffe ctive power los s or reflection .  
The polari zation power loss factor, which i s  e s sent ially an e ffic iency 
factor, is given as 

where 

K 
p 

K 
p 

Ar = axial rati o  of the inc ident wave 

� axial rati o  of the rece iving antenna 

Q angle be twe en maj or axe s of the polari zat i on e l lipses 

+ � used for same sense rotation 

= used for opposite sense rotati on 

1 indicate s maximum powe r e xtracted from the wave . K 
p 

( 1 )  

0 indi-

cate s no power extracted from the wave . It can be e a s ily shown that 
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p 

1 for circular polari zation with the same sense 
or linear polarizat i on with parallel axe s .  ( 2 )  



for circular to linear polarization. 
(3 ) 

K = 0 p for circular polarization with opposite sense (4 )  
or linear polarization with perpendicular axes .  

H. 6 Intelligibility of  Clipped Voice 

Studie s  of the intelligibility of peak clipped voice waveforms as 
a function of clipping depth have been performed by several authors and 
agencie s .  The results o f  investigations b y  Shyne (ref.  21 ) and Licklider 
(re f. 22 ) have been summarized and manipulated by Kadar of Grumman Air­
craft and Engineering Corporation (ref. 23 ) .  It i s  not intended to re­
summarize here the result s of the reference s .  Rather, the applicable 
re sults from the references will be stated. 

Plots of empirically derived data relating percent intelligibility 
for single words and percent word articulation to post detection peak 
speech to root-mean- squared noise , with peak clipping depth as a param­
eter, have been plotted in the reference s .  The ordinate s of the plots 
are linear in percent intelligibility. The abscissas are linear in 
decibels,  peak speech to r. m. s .  noise . Since the de cibel value of a 
peak to r . m. s .  ratio i s  the same as that of a peak-squared t o  mean­
squared ratio, and since the ratio of peak- squared signal to mean­
squared noise has been derived for several dete ctors in appendices D 
and E, the intelligibility plots are directly useable in predicting 
the performance of voice channels . 

Manned Spa c e c raft C ent er 
Nati onal Aeronauti c s  and Spa c e  Admini s tra t i on 

Hous ton, Texas , D e c emb er 30, 1965 
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