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ABSTRACT

This is the second volume in a series done at
Manned Spacecraft Center, documenting communication
techniques used in the Apollo Unified S-band Telecom-
munications and Tracking System. As stated in the
first volume, NASA TN D-2208, the present document is
concerned with detailed mathematical modeling of certailn
channels in the system. Specifically, this volume pro-
vides simple mathematical tools usable for predicting,
approximately, the performance of various communications
and tracking channels in the system.
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FOREWORD

The content of this publication was originally published as NASA
Apollo Working Paper No. 1184, and was entitled "Unified S-Band Telecom-
munication Techniques for Apollo, Volume II, Mathematical Models and
Analysis." Volume I of this series, by the same authors, is entitled
"Functional Description." This publication, which has become Volume II,
is nearly identical to the Working Paper mentioned above, incorporating
only a few minor changes in the form.

The authors wish to acknowledge the time and effort of members of
the technical staffs of Jet Propulsion Laboratory, Pasadena, California,
and Motorola Military Electronics Division, Western Center, Scottsdale,
Arizona. The first draft was reviewed by the following individuals from
Jet Propulsion Laboratory, each performing a separate review function:

M. Koerner

L. Couvillon
R. Titsworth
M. Brockman
R. Toukdarian
W. Victor

The following individuals from Motorola, Inc. reviewed the first draft in
its entirety:

Dr. S. C. Gupta
T. G. Hall

A word of thanks is due to Messrs. B. D. Martin and M. Easterling
of JPL for continued assistance and inspiration during the preparation
of this volume.

The authors wish to dedicate this publication to G. Barry Graves
who made the writing of this series of documents possible, and to
Ted Freeman, one of those individuals whom this work was intended to
benefit.
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UNIFIED S-BAND TELECOMMUNICATION TECHNIQUES FOR APOLLO
VOLUME IT
MATHEMATICAL MODELS AND ANALYSIS

By John H. Painter and George Hondros
Manned Spacecraft Center

SUMMARY

This is the second volume in a series done at Manned Spacecraft
Center, documenting communication techniques used in the Apollo Unified
S-band Telecommunications and Tracking System. As stated in the first
volume, NASA TN D-2208, the present document is concerned with detailed
mathematical modeling of certain channels in the system. Specifically,
this volume provides simple mathematical tools usable for predicting,

approximately, the performance of various communications and tracking
channels in the system.



SYMBOLS

Signal structure:

A peak amplitude of a sinusoidal carrier

c(t) a square- waveform, having values +1 and -1, which
may be subscripted for identification

fb(t) basebagd.modulation function of a frequency-modulated
carrier

£(t) arbitrary signal function

1(t) output function of an ideal bandpass limiter

m(t) output function of an ideal multiplier

s(t) a desired signal time function which may appear

with identifying subscripts

Auh peak frequency deviation in radians/sec of a sinu-
soldal subcarrier on a down-link frequency
modulated carrier

AP, peak phase deviation, in radians, of a sinusoidal
1 subcarrier of a down-link phase modulated
carrier
O peak phase deviation, in radians, of a sinusoidal
J subcarrier of an up-link phase modulated
carrier
A peak phase deviation in radians of & pseudo-random
r ranging code on an up-link phase modulated carrier
Awreff effective peak phase deviation of a pseudo-random
ranging code on down-link phase modulated carrier
ei(t) equivalent phase modulation function on a subcarrier
on a down-link frequency modulated carrier
@i(t) equivalent phase modulation function on a down-link
subcarrier
¢j(t) equivalent phase modulation function on an up-~link
subcarrier
@S(t) equivalent phase modulation function of an angle

modulated carrier
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Phase-locked loops:
A

N
(

s}

E

s)

e
m

e(t)

a modulating function of an angle modulated sinusoidal
carrier

unmodulated radian frequency of a sinusoidal carrier
radian frequency of a down-link subcarrier

radian frequency of an up-link subcarrier

amplitude of input sinusoid

amplitude of VCO sinusoid

equivalent one-sided closed-loop noise bandwidth
Laplace transform of e(t)

maximum value of e(t)

loop modulation tracking error function

Laplace transform of h(t)

equivalent closed loop input output transfer function
loop filter impulse response function

open loop gain constant

VCO constant

pole frequency of the loop filter

Laplace transform of vd(t)

VCO driving function

output function of voltage controlled oscillator (VCO)
peak factor for VCO phase jitter

zero frequency of the loop filter

loop damping ratio

variance of VCO phase jitter process

Laplace transform of @i(t) in complex variable s
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Noise:
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Miscellaneous:

B

B,

i

Laplace transform of output phase function
input phase function
VCO output phase function

loop natural resonant frequency

a sample function of a narrow-band-limited white
Gaussian noise process

sample functions of independent low frequency
white Gaussian noise processes derived from n(t)

variances of the variables n, x, ¥

absolute, nonzero, values of the flat spectral
densities

noise spectral densities of the functions x(t),
y(t), n(t)

absolute, nonzero, value of the flat spectral
density

spectral density of an equivalent low frequency
white Gaussian phase process derived from n(t)

filter transmission bandwidth

equivalent square transmission bandwidth of an
ideal bandpass limiter

bandwidth of an output filter
midfrequency of an output bandpass filter
filter transmission constant

peak to rms factor

multiplier constant of an ideal multiplier
frequency multiplication ratio

an output noise power

output power of an ideal bandpass limiter



%3 SNR signal-to-noise power ratio

VL voltage limiting level of an ideal bandpass limiter
aL signal suppression factor of an ideal bandpass limiter

1.0 INTRODUCTION

1.1 Background and Purpose of the Document

Work similar to this volume has been performed previously, external
to Manned Spacecraft Center. In general, such work was fragmentary and
was performed to meet certain immediate needs such as responses to NASA
requests for proposal. When work began on this volume in mid-1963, the
authors felt that a need existed for a comprehensive tutorial document
setting down general analyses of the types of channels employed in the
Apollo system. It was felt that for such a document to be useful to NASA
engineers it should contain, in appendix form, sufficient basic explana-
tion to completely and independently support the body of the document.
This work is the authors' answer to that need.

1.2 Theoretical Approach

1.2.1 Analytical Scope

The analysis presented in this document has been performed with the
aim of obtaining tractable equations with which the output data quality
can be predicted for each channel for a variety of transmission modes
and conditions.

The approach has been to derive output data signal-to-noise power
ratios which are related to the input carrier-to-noise ratio for each
communication channel, by an expression containing generalized signal
modulation parameters and channel transmission parameters. The require-
ment that the channel equations be tractable was taken to imply that the
expressions be relatively simple and amenable to hand calculation with
the aid of mathematical tables. Additionally, it was desired that the
form of the channel equations should give some intuitive insight into
the operation of the channel.

Input-output signal-to-noise ratio relations were derived separately
for each type demodulator and each type signal. Where simplifying as-
sumptions were made, they were stated explicitly in the derivations.
Additionally, the most important of the analytical assumptions have been
listed in this section.

This analysis has treated only desired signals and thermal system
noise. No attempt has been made to treat intermodulation effects or
equipment nonlinearities. System nonlinearities, such as limiter effects
or the effects of modulation restrictive detection, have been treated.



It is not expected that these channel equations will yield results
of absolute accuracy. Rather, ease of handling channel predictions has
been obtained with tolerable accuracy through the use of simplifying as-
sumptions. The philosophy has been adopted that the performance of the
system analyzed here may be measured in the laboratory. The accuracy of
the predictional equations having been determined, a required channel per-
formance margin may be employed for the purposes of predicting for other
transmission modes and conditions than those measured in the laboratory.

1.2.2 Method of Presentation
This document is, in a certain sense, tutorial, and in another sense,

a working document. Much material, which has been basically derived
elsewhere, has been extended or modified and reproduced here. Enough
material has been included to make the document almost self-sufficient
for the purpose of making performance calculations on the system. The
scheme employed in the writing of this document has been to present all
basic derivations in appendix form. The main body of the paper was re-
served for assembling the individual channel equations from component
equations appearing in the appendices. In this manner, the main body
of the text is useful for working computations, and the appendices pro-
vide the required analytical support.

1.2.3 Assumptions
The most important of the simplifying assumptions which appear

throughout the document are tabulated below as an aid to the reader.

a. Modulation restrictive phase~locked loops operate with no mod-~
ulation error, except for Doppler effects.

b. Modulation tracking phase-locked loops operate linearly with
respect to phase.

c. Thresholds for phase-locked devices may be defined on a linear
basis after the method of Martin (ref. 7).

d. All predetection and postdetection filters are ideal with flat
amplitude transmission characteristics and square cut-off frequency
characteristics.

e. Input noise to all channels is characterized as being band-
limited, white, and Gaussian.

f. All amplitude limiters are ideal snap-action with ideal pre-
limiting and postlimiting filters of equal bandwidth.

g. All digital waveforms have an ideal square shape.

h. All output data signal-to-noise ratios are derived for channel
demodulators above threshold.

i. Proper signal design insures no in-channel intermodulation
products.

6



1.3 System Description

A physical description of the system concept, spacecraft and ground
equipment, signal design, and system operation of the unified S-band
system has been discussed in volume I of this series, NASA TN D-2208.
Although the present volume contains block diagrams of the system channels,
it is recommended that the reader familiarize himself with volume I prior

to reading this volume.

2.0 CGROUND-TO-SPACECRAFT CHANNEL ANALYSES

The signal transmitted from the ground to the spacecraft is taken as
a sinusoidal carrier phase modulated by a sum of ranging code, up-data
subcarrier, and voice subcarrier. This composite signal is demodulated
at the spacecraft, and the baseband signal is routed to the premodulation
processor for recovery of the subcarriers, and also to the PM modulator
for down-link transmission. In this section, we will present the analyses
of the transponder carrier tracking channel, and also the voice and up-
data channels.

2.1 Carrier Tracking Channel

The performance criterion of the spacecraft carrier-tracking channel
is the threshold of the carrier-tracking phase lock-loop. The performance
of such a loop has been analyzed in appendix C..L.

The input signal power at the spacecraft is obtained from equation
A.3. (7), page A-8, as

L
2
A 2 2
= = 1
S, = 5 cos QM%JJZE I ek%) (1)
where
A = signal amplitude
A¢r = phase deviation of the up-link carrier by the range code

A¢j = phase deviation of the up-link carrier by the jth subcarrier

The input noise power, computed in a bandwidth equal to the carrier

tracking loop noise bandwidth, BN’ is given by

I@ 2By, 2)

N;]BN=

n.
1



where

@n = the magnitude of the flat input noise spectral density.

i

From equations (1) and (2), we obtain

L
S S.
| I 2
< = cosg(Acp) J (ACP) — (3)
N T, . o] i/ | N,
C B:N J=l 1 BN
where o éﬁ
A o2
Nl 210, By
N i
Sc
The threshold value of T may be determined according to the desired
c|B
N

specification of the probability of loss of carrier phase lock, The

S

reader may refer to appendix C-4 where ﬁg- versus the probability of
c|B

N

loss of carrier phase lock is treated.

2.2 The Voice Channel

The spacecrart voice channel is shown in figure 2.2-1 along with
the up~data channel. Let the narrowest bandwidth prior to the wide-

band detector be denoted as BLP' Then the input signal-to-noise ratio
computed in B is
LP
2
°1 T
N, 2|9 |B (
1 BLP l ni P
where
A = signal amplitude
|®n |= the magnitude of the flat input noise spectral density
i
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From equation D.1.L4.1 (6), page D-T, we obtain the voice subcarrier
signal-to-noise ratio computed in BLV’ the bandwidth of the band-pass

limiter of the voice channel. Thus, from this appendix, and taking into
consideration the spacecraft limiter suppression (as treated in section
H.3), we obtain

L
2

SSV = 2a2 cos [A¥\J 2(A¢ TTJ 2 A, BLP Si

= L r) 1 V) ! o === (2)
Vsv|s =1 Brv || M

LV J#V LP
where

ap = limiter suppression factor

A¢r = phase deviation of the carrier by the range code

A¢V = phase deviation of the carrier by the voice subcarrier

R . .th .

A¢j = phase deviation of the carrier by the j subcarrier
BLV = voice subcarrier demodulator predetection bandwidth

The quality of the voice channel may be determined by computing the
voice information peak-squared signal to mean-squared noise ratio. This
ratio was chosen because much work has been performed (reference 23) re-
lating the peak-squared signal to mean-squared noise ratio to intelligi-
bility with clipping depth as a parameter. Thus, from equation E.3.2(6),
page E-9, we have

2 2
AL S
(SV Beak) =3 BLV V peak sv

Ny B, By By Nay By (3)

Using now equations (2) and (3), we obtain

(8v peai) o[ Brp| [ A ¢ To? e
)] g TT i,
1

Jj=v

(L)




Since

B Male, M4 B,
equation (4) becomes
2 2 L S,
_(S_V_.Il\.?e;ak)_ = 60{1,2 Af_rBVpe_aI_(_ c032 (A(Pr) J 12 (ACPV) j,j_—,- J 02 (ACP j) N_l

ol AL
(€)

where
AT K = peak frequency deviation of the voice subcarrier by its
T pea information
B = bandwidth of voice channel postdetection filter

v

Equation (6) gives the voice signal-to-noise ratio in terms of the range
code, the voice channel parameters, and L subcarriers transmitted to
the spacecraft.

2.5 The Up-Data Channel

RefTerring again to f{igure 2.2-1, che input signal-to-noise ratio
(SNR) computed in B__ is

P
5 IS
i N 2 (1)
N, T2 IR
i BLP ni P

From equation D.1.4.1 (6), page D-7, we obtain the up-data subcarrier
SNR computed in BLUD’ the bandwidth of the band-pass limiter of the

up-data channel.

Thus
st = QQLECOSE(ACP)J E(Acp ) ﬁ J 2(Acp.) Pre | 151 (2)
Nep B r)1 (7D JZ%D o (&73) | Byl IM; B
i
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As in the case of the voice channel, the peak-squared signal to mean-
squared noise ratio will be used to determine the up-data channel
quality. Thus, from equation E.3.2 (6), page E-11, we have

S| g Q[BLUD Fftm pea}jz Ssm}] 3)
Yol P o oo Nsun ]

where

rms

Kb = peak of the up-data signal.

Using now equations (2), (3), and the fact that

e, 7
Ao ks, ~[Tohy

we obtain

Sup o 2B ear] 2 = 2 8
a R

T =6 ay K —= B8R o (Atpr) le(a:pw)] l T (0% 5

DBy, Bup 3=1 JP Bop

3#UD
()

where

o = limiter supression factor

AfUD cak peak frequency deviation of the up-data subcarrier by

P its information

BUD = bandwidth of the up-data channel postdetection filter

A¢} = phase deviation of the carrier by the range code

A¢UD = phase deviation of the carrier by the up-data subcarrier

R . th .
A¢3 = phase deviation of the carrier by the }j subcarrier

12



since the up-data receiver is a subsystem separate from the spacecraft
S-band subsystem, it is assumed that the output data quality of the up-
data receiver may be uniquely related to the output signal-to-noise ratio

S
of the up-data subcarrier demodulator, ﬁgé] . Given a specification
for ﬁQQ , equation (L) may be used to infer the channel quality.

UuD BUD

5.0 SPACECRAFT-TO-GROUND PHASE MODULATED CHANNEL ANALYSES

3.1 Carrier Tracking Channel

There are two performance criteria for the carrier tracking channel.
One criterion is the input signal-to-noise ratio at which the channel
thresholds. The other criterion is the input signal-to-noise ratio at
which the VCO phase jitter is acceptable for Doppler tracking.

In section F.3, it was shown that the ground carrier tracking loop
may be treated for threshold as in section C.4, given a knowledge of the
loop's equivalent threshold noise bandwidth BN'

The ground-received signal power in the receiver closed loop noise
bandwidth is obtained from equation F.5.2 (7), page F-36, as

Ae _02 L K
©s 2 2 2
s =-& |
-5 e cos (Acpreff)r[ Jg (Acpjeff) Il J, (A:pi> (1)
J=1 i=1
where
2
—0¢s
e = signal suppression factor due to phase modulated noise in
the spacecraft turnaround channel
Ag = peak value of the received sinusoidal carrier
L
L eff = Amm aq sin (A@}) L=L JOCAQJ) (2)

13



and

L
L5p o £F = 209 arg cos (9, )T, (9) E 7, (%,) )
h7J

The reader should refer to section F.5 for the discussion of the
spacecraft turnaround channel and the derivation of equations (2) and
(3). Other terms are defined as:

Ag = gpacecraft turnaround channel phase gain, neglecting limiter
n suppression

A¢}eff = effective phase deviation of the carrier by the turnaround

range code

A¢a, A¢h = subcarrier phase deviation on the up-link carrier

Dep. = subcarrier phase deviation on the down-link carrier
i

A = spacecraft limiter signal suppression factor

Agﬁeff = effective phase deviation of the carrier by the turnaround

subcarriers

The ground receilver noise spectral density is attributed to the
normal system noise spectral density |§n | plus the phase noise
i

transmitted from the spacecraft during the turnaround process. The
total receiver noise spectral density is defined here as l@n |
T

and it is treated in detail in section F¥.5.1. Thus, the noise in the

ground receiver closed loop noise bandwidth BN is

N, =2 I@HTI By (4)

The signal-to-noise ratio computed in the closed loop noise band-~
width may be obtained from (1) and (4). Thus, we have

- L K
) i e “ps cosz(ACPreff> T:ll— J02 (A,cpjeff) H JO2 (Aqvi)
_c _ 2
Nc BN Q’QnTIBN (5)

1k



@

Since

—0‘2
3 e ¥s A?
n g
S, T =
_ig o
N. 2 B
ig BN IITI N
equation (5) may be simplified. Thus
g L §n
2
N—c = cos (ACP eff) [ T3 (Acp eff) l | I (Acpl) (6)
T
c BN J=1 1g B
3
The threshold value of ﬁE- may be specified as in section C.h.
c|B
N

3.2 Angle Tracking Channel

The closed loop noise bandwidth of the angle channel is consider-
ably smaller than that of the carrier tracking channel. Since the angle
channel depends on the carrier channel VCO for phase reference, the
angle channel performance is directly tied to the carrier channel per-
formance. In particular, the angle channel does not perform when the
carrier channel thresholds. Therefore, equation 3.1 (5) may also be
used to define angle channel threshold.

5.3 Ranging Channel
The basic model required to analyze the performance of the ranging
channel is shown in figure 3.3-1. Since the ranging channel includes
the spacecraft transponder as well as the ground range clock receiver,
the reader is urged to read sections F.l and F.5.

Various terms are defined below:

S

input signal power to the spacecraft receiver

is

@n (w) = spacecraft input noise spectral density
is

Sis

N = spacecraft signal-to-noise ratio at limiter input,
is |B computed in limiter bandwidth

15



o = spacecraft band-pass limiter signal suppression factor

LS

BLS = spacecraft band-pass limiter bandwidth

VLS = spacecraft band-pass limiter voltage limiting level
K& = spacecraft wideband detector gain constant

= spacecraft turnaround channel phase gain constant

S = spacecraft output carrier power
os
S. = input signal power to the ground receiver
ig
® (w) = ground thermal input noise spectral density
n.
1g
o (w) = ground total "equivalent" input noise spectral density,
nT including turned around noise
9
S. nT
L& = ground signal-to-noise ratio at range clock receiver input,
Nig computed using total equivalent noise spectral density
s
ﬁg = clock signal-to-noise ratio at limiter input, computed in
c|B limiter bandwidth
LR
BLR = range clock receiver limiter bandwidth
BN = range clock loop noise bandwidth

There are two performance criteria for the ranging channel. One
concerns the signal-to-noise ratio (SNR), required at the input of the
range clock receiver to insure that the clock loop (see figure F.1-1)
is above threshold. The second criterion concerns the input SNR required
for a given range code acquisition time.

3.3.1 Clock Loop Threshold
Given a specification for the probability of loss of lock, the

threshold properties of the range clock loop are implied by the clock

8
SNR at the limiter input, NE , computed in BN’ the clock loop noise

c BN

bandwidth. Combining equation F.1.k (1), page F-12, and F.5.2 (4),
page F-36, we obtain

16
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g L K g 0
2 ig
< = LTy Sing(ACP.eff) l l JOE(ACPjeff) l I I (AcPi) T
Neis J 1=1 i=1 ig | By
N
(1)
where
Ap eff = The equivalent turnaround phase deviation of the range code
on the down carrier as given by equation F.5.2 (5), page
F-36.
Aqbeff = The equivalent turned-around phase deviation of the up-
subcarriers on the down carrier as given by equation F.5.2
(6), page F-36.
LD = a signal detection loss as defined in section F.1l.3, page
F-12.
LK A correlation loss as defined in section F.1.3, page F-11.

The input SNR computed in BN is given as

2 2
) -0
S, nT E? e ¥
ﬁig “Te2 |2 (2)
e lBy l nT' "

where
A = the peak value of the sinusoidal carrier received at the
g ground
02 = the mean-squared value of the turned-around phase noise as
Ps given by equation F.5.1 (5), page F-3k.

The value of l@n may be obtained from equation F.5.1 (12), page F-33.

T

Using equation (1) and (2), the range clock loop may be treated for
threshold as in section C.k.

3.3.2 Range Code Acquisition Time

From figure F.1.5-1, page F-1T7, the acquisition time for the

18




pseudo-random ranging code may be directly related to the ratio of
S

effective output signal-to-noise spectral density Fﬁi, using equation
o

F.1.5 (14), page F-16.

Combining equations F.l1.5 (10), page F-15, and F.5 (4), page F-30,
we obtain

L K

g S,
o .2 TT 52 TT .2 Pig
= . AP,
? §. 107 oM (A(Preff) . Jo (Anpaeff> . Io ( CPJ) &, (1)
o J=1 i=1 T
where
2 2
A ~g
- L, 9
Sig =2 © (2)
and the quantities Ag’ Uws,, A@reff,|¢nTr and Aqaeff are the same

as in section 3.3.1.

3.4 The PCM Telemetry Channel

The PCM telemetry channel is shown in figure 3.4-1. The figure
includes only those components of the channel necessary for the analysis

to follow.

Iet us again define the channel input signal-to-noise ratio as

-0'2
& e P8 A2
g. ] B £
ig _ 2
N =56, (B (1)
18] Brp ] nT! e

where as before

A = amplitude of the sinusoidal carrier received at the
g ground
BLP = band-pass filter bandwidth

19
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& (f) = total effective "input" noise spectral density
T

At this point the reader should note carefully that
2, () =2 ()
T i
only when the transponder ranging channel is closed. When this channel
is open, & (f) includes the transponder turned-around noise as well
as the "normal" ground system input noise. The term &, (f) is given
T

in appendix F.6.1.

The recovery of a subcarrier using a band-pass filter has been
treated in appendix D. Thus, from equation D.1.k4.1 (6), page D-7, and
appendix F, equation F.5.2 (M), we obtain

X L n
S B S T
S 3
=L = 2 cos® (19 eff)JzALgI,) | ] JeAcp.) l JgAcp.eff)—L—13 g
N T 1 . o} i) . o 3 B N,
ST|B i=1 J=1 T ig] B
T . P
iAT
(2)
where A¢}eff and A¢3eff are as defined in section 3.1 and
2
_Ows
e = signal suppression factor due to phase modulation of the
down-link carrier by transponder turned-around noise.
Now
N B N
T BT T ST BLT
Combining now equations (2) and (3), we obtain
®
K L n
S = 2 cosg(A‘P eff }J 2(A‘p\ TT9 Q(A‘P.\'I_l' J 2(A‘P.eff) Brp||Pig] T
- r 1 T) ! o i) ._ o J -
NT B i=1 j=1 BT Ni B
T i#T &% p
. (4)
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Considering now that
Prp Sij _ Sij
B N, N,
T i BLP 1 BT

equation (4) becomes

5
5 X L s. ™
ﬁ.T_ = 2 cos® (o) J12 (6%) ﬁ J02 (29,) TI J02 (b9yets) =& !
T BT 1;1 Jj=1 ig BT
1T

(5)

The telemetry demodulator in this report has been considered as a
specialized detector. As such, it has been treated in section F.3.
The reader may refer to this section for discussion of the demodulator
threshold.

3.5 The Voice Channel

The voice information is transmitted from the spacecraft on a sub-
carrier which is also used for transmission of biomedical data. Thus,
the ground subcarrier demodulator is common to both voice and biomedical
data channels. The voice channel is shown in figure 3%.5-1. The channel
input signal-to-noise ratio is defined as

02
5 o ¥s A2
n g
S, T —
_ig . -
N oln 2% [Brp (1)
&5 T
where
Ag = amplitude of the signal
BLP = band-vpass filter wandwidth
®p = input noise spectral density
T
As in the case of PCM telemetry ‘?n = l@n only when the transponder
T i

ranging channel is closed. Otherwise, it is defined in section F.6.
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The subcarrier signal-to-noise ratio may be obtained from appeh-
dix D.1.4.1, equation (6). Thus

K L
S 5 BI:P S.
ﬁ:% . = 2 cos® (Atpreff) Jl2 (Anpv) H Joz(mpi) H I, (Arpjeff) o N—i 5
v 12V v
(2)

As shown in figure 3.5-1, the voice information is recovered with a low-pass
filter at the output of the modulation tracking loop. The voice channel
quality may be determined by computing the peak-squared signal to mean-
squared noise ratio at the output of the voice channel low-pass filter.

This ratio was chosen by the authors, so that it may be used directly to
evaluate voice intelligibility.

Now, from section E.3.2 (6), page E-11, we have

SV eak)2 Af’V pea£]2 E&&J SSV (3)

Ny B i B BVJNSVBLV

v

Using now equations (2) and (3), we obtain

(SV eak>2 Afr eak ° 2 2 ‘fir
—P———NV B, =6 —P——BV cos (Acpr eff) I, (Acpv) I
iV
)
L B._|[5. ] “r
J02 (Acpi) —!]:1[ J02 (oo et ﬁ—VI@ ﬁ;—:- .
(%)
Now since
it e N e (5)
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(SV eak)2 -6 AfV ak ° 2 2 e
SRR - 6|28 cos (Acpreff) 3] (Acpv> [ ]
v B, By -1
iAV

L %

where

Il

peak frequency deviation of the voice subcarrier by its

JANY
V peak information

postdetection filter bandwidth

F

]

phase deviation of the carrier by the voice subcarrier

A%

Aq}eff = phase deviation of the carrier by the range code as de-
fined in appendix E.6
APp.eff = phase deviation of the carrier by the jth subcarrier
J turned around in the spacecraft as defined in
appendix E.6
JA\CH = phase deviation of the carrier by the ith subcarrier

1 originating in the spacecraft

The voice channel threshold may be treated as in appendix C.

3.6 Biomedical Data Channels

The seven biomedical data channels are identical. Therefore, only
one of them will be analyzed here. One of these channels is shown in
figure 3.6-1.

Examination of figure 3.5-1, section 3.5, reveals that equations (1)
and (2) of the voice channel are the same for the biomedical data
channels. We may then proceed with the signal-to-noise ratio of one
biomedical data subearrier at the output of the voice and biomedical
data subcarrier modulation tracking loop. Since the band-pass filter is
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used for the recovery of the subcarrier, we may refer to appendix E,
section E.3.1, equation (8), page E-10. Thus,

2
SSB:I ) lrfﬂ [BLV] [Ssvil W
N T 2] fb B N
SB BLB LB 8V BLV

where
Afb = frequency deviation of the voice and biomedical data sub-
carrier due to the biomedical data subcarrier in question
fb = frequency of the biomedical data subcarrier in question

The detector shown in biomedical data channel may be either a modulation
tracking loop or an FM discriminator. Excluding threshold considerations,
the analysis of this section holds for either type of detector.

The recovery of data from a subcarrier using a modulation tracking

loop and a low-pass filter is covered in detail in appendix E. Thus,
from section E.3.2, equation (8), we find that

2
(S Af S
Bl . 3K 2| b peak [SB] (2)

. N
SB BLB

Bla, P By

Using now equations (1) and (2) of section 3.6 and (1) and (2) of this
section, we obtain

2 2 K
S AF. AV
2 =P ( gpeak) [fb] cosg(AcPreff) le(Ach) |
Bl By P B b i=1
‘ i#AV
)
s
2 ‘]—TL 2 Brp)|Sig) T
To (%) | 19, (a5 tT) |5 |7
J=1 B 181B;p
(3)
where
K = factor relating the peak to rms value of the baseband
P modulation of the biomedical data subcarrier in

question



= the peak frequency deviation of the biomedical data sub-

ai% peak
carrier by its modulation

By -

The rest of the terms of equation (3) are as defined in section 3.6.
Now since

bandwidth of biomedical data postdetection filter

BEP Si _ Si
Ni B Ni
P

By B,
equation {(3) becomes
2 > K

S o[ Af. »
%, TR ] e sfen ]

i#V

L 5, @nff
g ° (Acpi) ;E[ J02 (&0serr) 5 .
(%)

The threshold of the biomedical data channels is essentially that
of the voice demodulator since voice and the biomedical data subcarriers
are frequency multiplexed. The voice demodulator threshold treatment
may be found in appendix D.

3.7 The Emergency Voice Channel

The emergency volce channel is shown in figure 3%.7-1l. The reader
is reminded at this point that the emergency voice signal does not con-
tain the "turn-around" noise. This is because the voice signal is mod-
ulated directly on the VCO output while the turn-around ranging channel
is inactive during this mode of transmission.

The voice channel input signal-to-noise ratio may be defined as:

A2
S. £
_ig - 2 (1)
N, 2% B
ig BL;J ni P
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where

Ag = amplitude of input signal
BLP = bandwidth of band-pass limiter
@n = input nolse spectral density
i

Again the peak-squared signal to mean-squared noise will be used for
evaluation of the channel quality. Thus, from section D.1.k.2 (5),
page D-8

2
S S.
v ak) = sin® NP ) =& (2)
NV V peak Ni B
By &%
where
= peak phase deviation of the carrier by the voice infor-
V peak

mation

Using now equation (2), and taking into consideration the bandwidth
ratio, we obtain

2
B 5.
(SV Egak) P~ LP ig
T, . ot % peax) Bs | | Wuls (3)
E €15:p
where
BE = bandwidth of low-pass filter used to recover the volce infor-
mation
Now since
5, .
BLP ig = Slg
BE N N

1g B p ig|By

equation (3) becomes

2
(sy Ngeak) i % pom) _Egg )
i

Vo A
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The threshold of the emergency voice demodulator is essentially that of
the carrier tracking loop. The carrier tracking loop threshold has been
discussed in section 3.1.

3.8 The Emergency Key Channel

The emergency key channel is shown in figure 3.8-1. As the figure
indicates, a beat-frequency oscillator is used for demodulation. The
reader is reminded that no turn-around noise exists in the channel since
the transponder ranging channel is not active during transmission of

emergency key.

Again, the channel input signal-to-noise ratio is defined as

A 2
S. _£_
_3g -2 (1)
¥ le 2, [Bp
e |

When present, the emergency key signal appears as a subcarrier in
the incoming signal. Thus, from equation D.1.4.1 (5), page D-7, we
find that the signal-to-noise ratio of a subcarrier, recovered by a
band~pass filter, at the output of a modulation restrictive loop is

g B. 18
K = 27 % V| 2R |18 (2)
Vx| s 1A By 1T,

SK 18] Byp

where

égk = phase deviation of the carrier by the key subcarrier

However, since

K
Se| ) Pl Pk
N - BK NAK (5)
K BK g BSK
Equation (2) becomes
S.
.S_K =2J2AQPK5]LE~£ (LI»)
Ne|s 1 Br (| Niglm
K : &l fp
Now since
BLP fig _ Sl
N,
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equation (4) becomes

s .
K = 2J 2 =&
N B 1 (A‘PK) Mgl (5)

where

BK = key postdetection filter bandwidth
The emergency key channel threshold is essentially the carrier loop
threshold. Thus, the reader may refer to section 3.1 for threshold
relations of the key channel.

4.0 SPACECRAFT-TO-GROUND FREQUENCY MODUIATED CHANNEIL, ANALYSES

The spacecraft frequency modulated carrier is assumed to contain
television at baseband and two subcarriers. One subcarrier is identified
as the PCM telemetry subcarrier, and may contain either high or low bit
rate real-time telemetry or apparent high bit rate recorded telemetry.
The other subcarrier is identified as the voice subcarrier, and may con-
tain either real-time clipped voice plus biomedical data, or recorded
voice.

The following sections will treat separately the output data signal-
to-noise ratios for television, voice, PCM telemetry, and biomedical
data. The reader should note that the mathematical relationships will
involve K subcarriers, rather than two, in order that these relation-
ships remain general.

4.1 Carrier Demodulation Channel

The performance criterion for the carrier demodulator, which is a
modulation tracking phase-locked loop, is its threshold. The demodu-
lator threshold may be treated as in appendix C given a knowledge of
the equivalent closed-loop noise bandwidth BN' The M carrier demodu-

lator is shown in figure 4.1-1. The input signal-to-noise ratio is
taken as

2
5 £ )
1
® |B (

2
n,| LP
i
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where

A = sinusoidal carrier amplitude
én = input noise spectral density magnitude
i
BL.P = bandwidth of the band-pass limiter

At this point we will assume that the carrier channel loop noise band-
width is much larger than the bandwidth of the band-pass limiter pre-

ceding it. Therefore, the threshold of this channel can be treated as
in section C.5.

4.2 Television Channel
The performance criterion for the television channel is its output
data signal-to-noise ratio. Since the television demodulator is the
carrier demodulator, its threshold is treated as stated in section k4.1.

Figure 4.2-1 shows the television demodulator.

The input signal-to-noise ratio is taken as

(1)

where
A = sinusoidal carrier amplitude
l@n I = input noise spectral density
i
BLP = width of the band-pass limiter which feeds the carrier de-

modulator

The ratio of peak-squared signal to mean-squared noise out of the
output low-pass filter is taken from equation E.3.2 (6), page E-11.
Thus

2
S.
Srv peax|  _ 5|Pp (Y \Cs 2y
N BTV BTV Ni B
™ 1By P
where Af is the peak frequency deviation in cycles per second of

TV
the television signal on the carrier.
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Utilizing a peak to rms factor Kp, for the television waveform,
as in section D.3.2, the mean-squared output signal-to-noise ratio

is given as

- 2
A [ - ol Wl
Nyl 8 PPyl [Py | il

v

However, since

™| [C i 1By
then
2
STV 2 AETV Si (u)
Ny | g e Bry | |Milm
v ™v

4.3 PCM Telemetry Channel
The performance criteria for the telemetry channel are its output
data signal-to-noise ratio and the telemetry demodulator threshold.
Figure 4.3%-1 shows the telemetry channel.

The input signal noise ratio is taken as

A2
- 2
28, B, (1)
i
where
A = sinusoidal carrier amplitude
én = input noise spectral density
i
BLP = width of the band-pass limiter which feeds the carrier

demodulator

37



8¢

3t
NBe

BAND-PASS
LIMITER
Bw= BLp

Ssr
NstjBLs

——D@——D LOOP FILTER

@

LOOP FILTER

X2

FREQ. MULT.

z

BAND-PASS SQUARE LAW
B LIMITER P bETECTOR
Bw=B s
vco ¢
T
7B LOW - PASS
o——— " FILTER |
Bw= Bt

Figure 4.3-1.- PCM telemetry channel

y

vco




The telemetry subcarrier signal-to-noise ratio at the carrier
demodulator output, computed in BLS’ the bandwidth of the subcarrier

band-pass limiter, is taken from equation E.3.1 (8), page E-10. Thus,

Ssr SLE‘E “[uz] Fs (2)
Yoo . 2LFr] [Pus| [Mifm
where
ﬂT = subcarrier frequency
Af . = peak frequency deviation of the subcarrier on the carrier

Equation (2) employs the assumption that
2
B
1 |7LS
=12 <<

Now the output data signal-to-noise ratio may be obtained. Thus,

i
ba
2
=
~~

k)

where
BT = bandwidth of the postdetection filter
Using now equations (2) and (4), we obtain:

S) _ AfT B
fT B

(5)

However, since

[l

(6)

H”IHR
e
IH-IH
=
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The threshold of the telemetry demodulator has been discussed in
section F.3 where the demodulator analysis is given.

4.4 Voice Channel
The performance criteria for the voice channel are the data output
signal-to-noise ratio and the voice subcarrier demodulator threshold.

The voice channel is shown in figure L. L-1.

Thé input signal-to-noise ratio, computed in BLP’ the bandwidth

of the carrier band-pass limiter is taken as

A2
54 2
|, "2 B (1)
UBrp 1| TF
where
A = sinusoidal carrier amplitude
@n = input noise spectral density
i

The voice subcarrier signal-to-noise ratio at the carrier demod-
ulator output, computed in BLS’ the subcarrier band-pass limiter band-

width, is taken from equation E.3.1 (8), page E-10, as

Sl 1 Mol [Pue] [o5 (2
“svjm  Z [Tsv] [Prsl[Mim g
where
fSV = voice subcarrier frequency
AN & = peak frequency deviation of the subcarrier on the carrier.

sv

Equation (2) uses the assumption that

B
L1128 <y (3)
SV

The peak-squared signal to mean-squared noise at the low-pass
filter output, computed in Bv’ the low-pass filter bandwidth 1s taken

from equation E.3.2 (6), page E-11, as
Lo
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Figure L, L4-1,- The voice channel
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where
AT = peak frequency deviation of the voice signal on the
V peak . .
voice subcarrier

From equations (2) and (4) the output data signal-to-noise ratio

is given as

2 2 2
(SV Eeak) - 3 [%fo] [%fv pea%] [%L%][Eé] (5)
) 21|7f B B N.
i BV sV v v i BLP

However, since

B N, TN,
v i BLP i BV
2 2 2
(SV eak - 3 AfSV {%fv peagl Ei} (6)
N 21f B N,
v By sV v J 1B,

The threshold of the voice demodulator may be treated as in appendix C.

L.5 Biomedical Data Channel

The performance criteria for the biomedical channels are the data
output signal-to-noise ratio, the individual biomedical subcarrier de-
modulator thresholds, and the voice demodulator threshold, since the
biomedical subcarriers are frequency multiplexed with the normal voice.
Only one biomedical channel is treated in this section, since the gen-
eral equations are the same for all biomedical channels.

The input signal-to-noise ratio, computed in BLP’ the carrier

limiter bandwidth is taken as

L2
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The voice subcarrier signal-to-noise ratio at the carrier demod-
ulator output, computed in BLS’ the subcarrier limiter bandwidth, is

taken from equation E.3.1 (8), page E-10, as

2

sy ~1 Mvl e 5y (2)
Ysylp., 2 [fsv | [Pis| [Mifm
where
fSV = voice subcarrier frequency
Afsv = peak frequency deviation of the subcarrier on the carrier

Equation (2) uses the assumption that

2
1 Eﬁfﬂ << 1 (3)

12 | £

The biomedical subcarrier signal-to-noise ratio at the output of

the voice subcarrier demodulator, computed in BLB’ the biomedical

subcarrier band-pass limiter bandwidth, is taken from equation E.3.1 (8),
page E-10, as

Ssm| 1 |%ss| |Bus||5sv
N T2|f B (+)
SB BLB SB IB sV BLS
where
fSB = biomedical subcarrier frequency
JAN = peak frequency deviation of the biomedical subcarrier on

SB : .
the voice subcarrier.

Equation (4) uses the assumptions that the noise spectral density out

of the voice subcarrier demodulator may be considered flat across the
biomedical subcarrier limiter bandwidth, and that

LY
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1 BBl << (5)

12 fSB

The peak-squared signal to mean-squared noise ratio at the output
of the low-pass filter, computed in BB, the low-pass filter bandwidth,

is taken from equation E.3.2 (6), page E-11, as

2
(%0 pear) | _, [P pea] [Piz] [Psn (6)
"5 sy By | | Bs] |Ysp B

Using a peak-to-rms factor, K_, for the biomedical data signal,

the mean-squared data signal-to-noise ratio at the output is taken
from equation E.3.2 (7), page E-11, as

[/ 2
;_15 k2 Elé_lgs.a_k_)_ (7)
B BB B BB

Combining equations (2), (4), (6), and (7), the output biocmedical

data signal-to-noise ratio is given as

2 2 2
Sl L34 2|°B peek| |“Tsp Aty ] " [Brp| [24 (8)
Ny B, Lo By fop | |fsv | |Be | My Bp

However, since

e

=, 1

equation (8) becomes

2 oE . -2
Sl _ 3 2|2 eax]| |“fsp| [Mav] [Ba
N |, TLK B T T W, (9)
B|B, P B _J SB sv 1]By

The threshold of the biomedical data channels is essentially that
of the voice demodulator since voice and the biomedical data subcarriers

are frequency multiplexed.
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APPENDIX A

ANGLE MODULATION

As explained in volume I of this series, the Apollo lunar communi-
cation system employs sinusoidal angle modulation. In particular, both
phase modulation (PM) and frequency modulation (FM) are employed. Tt
is the purpose of this appendix to derive usable mathematical models
for two angle modulated signals. The first sinusoidal signal is modu-
lated by K sinusoidal subcarriers. The second signal is modulated by
the sum of K sinusoidal subcarriers plus a rectangular wave, generated
from a pseudo-random ranging code.

A.1 Basic Considerations

A sinusoidal angle modulated signal may be simply represented as

s(t) = A cos U(t) (1)
where
A = signal amplitude
¥(t) = time variation of the sinusoid

If a signal function, f(t), is to be incorporated in the signal,
two simple methods may be used. For phase modulation, let

¥(t) = w b+ £(t) (PM) (2)
then

Sy (t) = A cos Euct + f(t)] (3)

If wc is taken as the unmodulated frequency of the sinusoidal signal

(or carrier), then it is seen that the signal function f(t) appears
directly in the signal phase. For frequency modulation, let

V(t) = w,t +[f(t) at (M) (4)
then
SFM(t) = A cos [Dct +ff(t) dt:, (5)
t



Now, the instantaneous frequency of the sinusoidal signal may be defined
as the time derivative of the angle ¥(t)

F(t) = ¥(t) = w_+ £(t) (6)

It is seen that in ¥M, the signal function f(t) appears directly in
the signal frequency.

Based on the preceding equations, one notation may be used to
represent either PM or FM modulated signals.

s(t) £ 4 cos Enct + gos(“t)] (7)

CPS(t) is the equivalent phase modulation of the signal. In terms of

a signal function f(t),
for PM: q}s(t) = (%) (8)

for m: o (t) = [[2(t) at (9)
t

Most useful periodic signal functions can be represented as terminated
Fourier series in the form.

K
£(t) = a,* ¥ Ja; cos ® t+ b, sin wit:l (10)
i=1
K
£(t) = c, + .}3 cs cos [wit + ei] (11)
i=1
or '
K
£(t) = d_ + iill d; sin [wit + cpj] (12)
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where

co and do are constants

1 [?s b (13)
i ay
a.
1

For a given signal function, 5 and do are non-time varying and

@D
il
1
ok
1]
s
1
l

convey no information. They will be deleted for simplification. Then
the signal function may be defined

Q.

A K sin i
f(t) = T f.{ } w,t +
421 1 lcos i
i
(1h)
2 |
i
c,
i
where the brackets indicate "either/or".
For PM we may define
K
= i 1
m;t) ig/wisnlEkt+¢J (15)

where

A@i = peak phase deviation due to the ith component.

Tt is seen that the definition of equation (15) places no restrictions
on @i. For the case where @S(t) represents K subcarriers, the

subcarriers themselves may be angle modulated, in which case ¢i is a

function of time.



For ™, we may define the frequency function
. K
®(t) = T w, cos |wt + 0. (16)
s 41 1 ! i)
where
Awi = peak radian frequency deviation due to the ith component

It is seen that the definition of equation (16) places no restriction
on ei' For the case where Qg(t) represents K subcarriers, the
subcarriers themselves may be angle modulated, in which case ei is

a function of time. It is difficult to determine, analytically, the
equlvalent phase modulation ¢S(t) when ei is a function of time,

due to the difficulty of integrating the frequency function. However,
this difficulty does not invalidate the concept of representing ™ by
an equivalent phase modulation.

A.2 The Carrier with K Subcarriers

This signal may be represented as
sin
= @ C
s(t) = A {cos} R (t):} (1)

We will examine first, the PM case. Let

K
ws(t) = izl A9, sin [%it + @é} (2)
Then
in K
s(t) = A {ios} wt+ T AP sin (wit + q}i) (3)
i=1

Equation (3) has previously been treated by Giacolleto (ref.1l). The
result obtained is

A-k



s(t) =4 E"Z [ .(A‘Pi):l {22} w +_Z ni(wit * “’i)

n =—00 n =—co

The Bessel function expansions and summing processes leading to equa-
tion (4) are unaffected by the time behavior of ¢;- Therefore,

equation (4) is valid for angle modulated subcarriers.

The residual carrier is defined as that term remaining after modu-
lation at the frequency w, of the unmodulated carrier. Observation

of equation (4) shows that the residual carrier term of frequency w,

is that term for which all n, are identically zero.

n. =0 (5)

Then

K
b TT 900 foaa} eer (©)

i=1

sc(t)

The FM case may be treated exactly only for unmodulated subcarriers,
where ei is constant. The case may be treated approximately if the

greatest frequency component in Si is much less than the subcarrier

frequency ws . The equivalent phase modulation is

K

?_(t) =./t‘ i>=: rw, cos (wit + ei) at (7)
K Aw,

® (t) = E; ari sin (w t + 0 ) (8)



The equivalent peak phase deviation is seen to be

2
Lp, —q (9)

Then, the FM signal may be represented as

sin X &w’i (10)
s(t) =4 {COS} ‘Dct + ii:l "(Fl— sin ((Di‘b + ei)

Equation (10) holds only with the restriction on Gi, previously

mentioned. The Giacoletto (ref. 1) expansion is then
) K
- - = A’wi sin
s(t) =A Z"“Z ilzl Jni ——-—wi {cos} w b +Z ni(wit + ei)

ni..—.--'iJo n_k—.:—Oo 1=

(11)
As in equation (6) the residual carrier is obtained as

K
AW, .
- i sin
s, (t) =4 iI =l| JO<—~——wi> {COS} w (12)

A.3 The Carrier with K Subcarriers and Range Code

This section extends the Giacoletto (ref. 1) expansion for a
carrier which is phase modulated by K sinusoidal subcarriers plus a

square waveform, representing a pseudo-random ranging code.

The modulated signal is represented as

. K
- sin . . Wt + )
s(t) = A {cos} Wt + Acprct(t) + 121 o sin ( s cpl)

(1)

where A#} is the peak phase deviation of the range code on the carrier,
and ct(t) is a code waveform, having only the values *1. TIt-is as-

sumed that the code makes instantaneous transitions between the + and - 1
states.



Equation (1) may be expanded as

sin [Atprct(tﬂ lj -
cos

s(t) = A wt+ T Ap, sin u).t+CP.J
cos Elﬁprct(tﬂ c 1 ( 1 1)

i=1

i=1

cos I:Amrct(t)] [ -
sin

-Sinl:ACPrCt(t):, w,t + ¥ Ap; sin (wit + cpi):I (2)
Now

sin(ACPr); ct(t) = +1

E_:in ACPrct(t):] = = ¢, (t) sin(ACPr) (3)

-sin(ACPr); ct(t) = -1

and
cos(A{.pr); ct(t) = +1
°° [Acprct(ti] ) %cos (A‘Pr)i Ct(t) = -1 ) COS(ACPI,> )
Combining equations (2), (3), and (4), we obtain
c_b(t) sin (ACPI_) X 9
" eos (22, % [ "G e (009

o8 (ﬂp ) K ]
+ -ct(t) i (Aq)r) sin I:wct + 121 Xp, sin (wit + cpi) (5)



Equation (5) contains two expressions which may be treated with the
Giocoletto (ref. 1) expansion to give

ct(t) sin (Acpr> o @ K

s(t) = A cos 26, Z"”Z Tl_:[ [E]'ni (Acpi):l cos [ t

ny==® n=-"

K cos AP

+Zni(wit ¥ cpi) v ~c, (%) sin A9, 2"“2

{ = =- =~
i= nl @ nk

K

[Jni (Awiﬂ sin | w t +Z n, (wit + cpi) (6)

i=1

Equation ( 6) will be used subsequently in appendices D and G to obtain
explicit expressions for detected subcarriers and range code. As in
equation A.2 (12), page A-6, the residual carrier term may be obtained
as

s,(t) = A cos AQP —I_rl: ACP:| cszi:}wct (7)
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APPENDTIX B
NOISE

This appendix sets down all the relationships for noise which are
used in the remainder of the document. The governing assumption shall
be that all noise processes encountered at the inputs of the various
systems and subsystems shall be considered as characterized by Gaussian
statistics. That is, all input noise wave forms will be taken as sta-
tionary, random, Gaussian processes. Since the treatments of Gaussian
processes and combinations of deterministic signals summed with Gaussian
noise are well documented, only the pertinent results will be set down
here, along with references to the original treatments.

B.1 The Narrow-Band Gaussian Random Process

A Gaussian noise process which has a spectral width, Af, much less
than its center frequency, fc, can be expressed in a very meaningful,
useful form. A sample function of the process will be represented as
n(t). The sample function n(t) may be expressed as the difference of
two components in phase quadrature as in reference 2.

n(t) = x(t) cos wct - y(t) sin u%t . (1)

where wc is the radian center frequency of the specrum of n(t).

Bennett (ref. 2) shows that x(t) and y(t) are sample functions of
independent Gaussian processes. Davenport and Root (ref. 3) show that
the possible values of x(t) and y(t) are determined by Gaussian
variables x and Yy, which have expected values, or means, of zero,
and whose variances are related to the variance of the original sample
function n(t) by

2 2 2 (2)

Moreover, if the narrow-band process is characterized by a noise spectral
density, @n(w) watts per cycle of bandwidth, the spectral densities of

the x and y components are related as
@X(w) = @y(w) = @nC»‘+ mc> + @n(w - wc) (3)

where equation (3) holds regardless of limitations of bandwidth of the
original process (ref. 2).



A transformation from rectangular to polar coordinates yields

n(t) = p(t) cos [%ct + @(ti] (1)

where p(t) is identified as the "envelope", and ¢(t) the "phase" of
n(t). Both p(t) and ¢(t) are sample functions of random processes

which are not independent (ref. 3). The density of the random variable
p 1is Rayleigh, while the density of the random variable ¢ is uniform
in the range (O, on).

It should be noted that since spectral densities of time functions
are either Fourier transforms of autocorrelation functions or products
of Fouriler transforms with conjugate Fourier transforms, and since the
original time functions are real, then the spectral densities are two-
sided; that is, the spectral densities exist for positive and negative
real frequencies.

A special case of the Gaussian narrow-band process occurs when the
spectral density, éﬁ(w), may be considered, within the narrow frequency

region of interest, to be a constant. That 1s, for a center frequency,
w,s it may be assumed that

AW
; llu.)l —(l)c’ 5—2—'

@N(w) I@h

O; all other (5)

s

where '@nl is a constant. The spectrum of @n(w) consists of two
square blocks of intensity ’@n\ and width Aw, centered on +wc and

-0 respectively, as shown in figure B.1-1.

JAX)
— - ‘
i
} - { — ! 0
-U)
. i g
Figure B.1l-1l.- Input noise spectrum
Then the low frequency components have spectral densities
AW
= = . w| < =
= O ¢ all other w (63

2
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This special case is useful in the treatment of thermally generated
noise processes.

B.2 Angle Modulated Carrier Plus Noise

This section treats the sum of an angle modulated (PM or M) car-
rier plus Gaussian narrow-band noise., It 1s assumed that the carrier
is centered in the spectral density of the noise. The signal is repre-
sented as '

s(t) = A cos Enct + cps(t):l (1)
where
A = carrier amplitude
wc = carrier radian frequency
@s(t) = carrier "equivalent" phase modulation as treated in

appendix A

The sum of signal plus noise is written as
s(t) + n(t) = A cos E—’Ct + cps(tﬂ + n(t) (2)

where

n(t) = a sample function of a narrow-band Gaussian process

s(t) + n(t) = A cos ‘%ct + @S(fﬂ + x(t) cos wct - y(t) sin wct

(3)

s(t) + n(t) = EA cos <ps(t) + x(t)] cos w t - EA sin ws(t) + y(t):l sin w,t

()

A transformation to polar coordinates gives

s(t) + n(t) = A(t) cosl:wct + w(tﬂ (5)

B-3



where

1
A(t) = {[A cos @_(t) + x(t)]‘? + ‘:A sin @ (t) + y(til 2} 2 (6)

A sin ¢s(t) + y(t)

sin ¥(t) = G E— (1)

A cos ¢S(t) + X(t)

A(T) (8)

cos V(t) =

A sin @S(t) + y(t)

K cos ©_() ¥ x(%) (9)

¥(t) = arc tan

Equation (5) shows that the effect of summing Gaussian noise with an
angle modulated carrier can be interpreted as that of producing a sig-
nal which is simultaneously amplitude and angle modulated. It is seen
that the amplitude or envelope function A(t) is not negative.

For the special case of an angle modulated signal embedded in
narrow-band white Gaussian noise with a relatively high ratio of carrier-
to-noise, Bennett (ref. 2) has shown that equation (5) and (5) may be
well approximated by

s(t) + n(t) = A cos E)Ct + cps(t) + 1%1]; 4% > y2(t) (10)

Thus, in the low-noise case, additive white band-limited Gaussian noise
may be considered to add a separate "phase" jitter to an angle modulated
signal. Where the approximation holds, the phase noise may be considered
to be a sample function of a Gaussian process. Thus, for the special
case, the spectral density, @@(w), of the phase noise may be expressed
as

& (w) 2 |@ '
-y~ =_lnl, AW
@cp(w) - A2 - A2 s |(‘D| < 2 (11)
or
@ - s 2

where S 1s the angle modulated carrier power.
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B.3 Transmission of Signal Plus Noise Through
a Perfect Band-pass Limiter

The treatment of passing a carrier plus Gaussian noise through a
limiter is complex and has been performed by Davenport (ref. 4), Mid-
dleton (ref. 5), and others. Section H.3 summarizes some results of
Davenport's analysis.

The treatment here will be more intuitive, drawing on Davenport's
results as needed. Figure B.3-1 shows the block model.

o s(t) | Band-pass z(t) Ideal vl(t) Band-pass 1(t) -
n(t) filter limiter filter

Figure B.3-1.- Limiter model.

The sum of input signal plus noise is taken in polar form from
equation B.2 (5), page B-3, as

s(t) + n(t) = A(t) cos E%ct + ¢(ti] (1)

The ideal characteristics of the limiter output Vi(t) are represented
as

vl(t) +V; 3 z(t) >0

A_VL; z(t) <0 Y3 z(t) = s(t) + n(t) (2)

1
(@)
“e
N
N
+
~
1]
(@)

where

VL = voltage limiting level
The output filter of the limiter is assumed to be a perfect band-pass
filter having a flat amplitude transmission characteristic, square fre-
quency cut-off characteristic, and flat phase transmission characteristic
across the pass-band. The transmission constant is arbitrarily taken as
unity. The filter pass-band is assumed wide enough to pass all zonal
energy associated with the carrier frequency wc and narrow enough to
reject all other zones. From Davenport (ref. 4), the total power PL
out of the band-pass filter is taken as
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2
V
P = 8[7}] (3)

The output waveform l(t) is taken as

v
1(t) =1 L cos l:wct + \P(t)] (4)

T
As in equation B.2 (10), page B-h, for the special case of narrow-band,

white Gaussian noise and high carrier-to-noise ratio, equation (4) may
be approximated as

’V’ —
1(t) =4 7% cos [;ct + @S(t) + 1%%;] s A2 >> yg(t) (5)

For this special case, the phase noise spectral density is given as

,@

_ %] o
2() =g s el < (©
where
(@nl = constant value of the white noise spectral density into the
limiter
S = limiter input signal power
AW = bandwidth of the input noise spectral density

B.4 Transmission of Signal Plus Noise Through
a Perfect Product Device

B.4k.1 A Nonprelimited Product Detector

The product detector of figure B.4.1l-1 is fed an angle modulated
signal plus narrow-band white Gaussian noise. The reference signal has
negative sine phase with respect to the angle modulated carrier.

KI
¢

(t) + n(t) m(t)
Wy s

-sin w t
c

Figure B.4.1-1.- Nonprelimited product detector
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The product detector is assumed to have some gain constant, Ké, and to

reject all except the "d.ec." or difference terms of the product. Then

m(t) = —K; sin ot [s(t) + n(t):l (1)

m(t) = -Ké sin ® t {% cos [%ct + @s(ti] + x(t) cos wt - y(t) sin wcg}

(2)

The difference terms at the output are

m(t) = Ké % sin ¢s(t) + Ké 1%§l (3)

It is seen that the output function is easily separable into a signal
component, sm(t), and a noise component, nm(t), as

_x’ A
sm(t) = KCP 5 sin @S(t) (4)
t
n (6) = kg Lt (5)
The output noise spectral density is given as
2
KI
8 (w) = 2 (@) (6)
m
2
Kl
-9 . < Aw
én (@) 2 lénl P 2
m
= 0 s all other w (7)

B.4.2 A Prelimited Product Detector
The band-pass limiter of figure B.4.2-1 is fed an angle modulated
signal plus narrow-band Guassian noise and drives a product detector,

having gain constant K'ep.

B-T




The reference signal has negative sine phase.

K@
s(t) + n(t) Band-pass 1(t) . m(t)
O * limiter > O
-sin w t
c

Figure B.L.2-1.- Prelimited product detector

From equation B.3 (4), page B-6,

V.
1(t) = 4 TL cos [wct + \lf(t)] (1)

where V. is voltage limiting level. Equation B.2 (9), page B-L, de-

scribes U(t). Then

m(t) = -K(; sin @ t 1(t) (2)

’

V. K
m(t) = -4 E{w sin w t cos [%ct + ¢(t5] (3)

The "d.c." or difference term is given as

I'4

2V_K
m(t) = i P sin ¢(t) (4)

From equation B.2 (7) page B-5

oV.K'[A sin 9 _(t) + y(t)
m() - —L@ |7 e 77 (5)

7

For the special case of relatively high signal-to-noise ratio into the
limiter, the approximation holds that

A(t) =A (6)
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and

ov K!
m(t) z%ﬁ’ Ein P (t) +

ol
PANCEA
A ]

(7)

Where the approximation holds, the product detector output is separable

into signal and noise components

4
2V_K
_ T L .
sm(t) = — 51n.¢s(t)
EVLK'
n (t) = —& y(t)

and the output noise spectral density is given as

@nm(w) =8

TA

=0

B.4.3 A Nonprelimited Product Mixer

/s 2
[VLK<P:| |®n| 3 Jw} < >

(8)

(9)

(10)
Aw

3 all other w

For the device shown in figure B.4.3-1, several conditions are stated.

The input to the product device, having gain constant K'

> is an angle

modulated signal and narrow-band Gaussian noise, centered on a radian

frequency W,

and is of a frequency Wy

difference terms do not overlap.

The reference signal has negative sine phase, arbitrarily,
such that the output spectra of the sum and

The ideal band-pass filter transmits

all energy associlated with the difference terms, arbitrarily, and rejects

the sum terms.

I

s(t) + n(t)
G-

-sin w t
c

i
,® mt)

Band-pass

filter Kf

v (%)

| o

Figure B.4.3-1.- Nonprelimited product mixer
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The band-pass filter has an arbitrary gain constant Kf.

vo(t) = Kf Eﬂ(t] difference (1)
terms
m(t) = - Kc; sin .t I:s('t) + n(t):l (2)

m(t) = 'Kc; sin Wt {A cos E)ct + cps(t] + x(t) cos Wt - y(t) sin wct}

(%)

vo(t) - E{_CPE;’_ {A sin ch - wd)t + cps(t] + x(t) sin (wc - wd>t
+ y(t) cos (LDC - wd>t}

(%)

It is seen that the output function consists of a signal component and
a noise component.

x
so(t) = K‘Z £ A sin [(‘”c - wd)t + cps(tﬂ (5)

no(t) = K(g{f E{(t) sin (wc - wd)t + y(t) cos (wc - wd){] (6)

nmierieT



The output signal and noise functions have the same form as the input
functions, being merely multiplied by constants and translated in fre-
quency. BEquation (6) can be transformed to the usual recognizable form
of equation B.1 (l), page B-1, by a sultable redefinition of variahiles.
For the special case of white Gaussian noise at the input, the output
noise spectral density is given as

. 2
K K
B B . < A
@no(w) = |5 IQN‘ s [ w] - W, + Wy > (7)
= 0 3 all other w

It is interesting to compute the ratio of output carrier power SO to

the maguitude of the output noise spectral density for the white Gaus-
sian case

2
S —_—
O _ 2 2 (8)
® B 2
!no K'K
= [
2 n
S
0 S
= (9)
Fa] Tl
o]
where
S = input carrier power
‘in = magnitude of the input noise spectral density

Tt is seen that the ratio is constant through a perfect product mixer
and ideal band-pass filter, regardless of transmission gain constants.
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APPENDIX C
PHASE-T,OCKED LOOP THEORY

C.1 A Physical Approach to the Phase-locked Loop

4

K
P
o | |
Si(t> 1 m(t) filter
Voltage Vd(t)
controlled |-
vv(t) oscillator

Figure C.1-1.- Physical loop model

Figure C.1-1 shows a model of the phase-locked loop which is essen-
tially a closed loop feedback multiplier. The device consists of a

multiplier, having multiplication constant Ké, a loop filter, of the

low-pass type, and a voltage controlled oscillator (VCO). The physical
operation of the loop may best be explored by assuming a noiseless input
signal, si(t).

The input signal is taken as an angle modulated sinusoid of ampli-
tude A, frequency w_, having "effective" phase modulation @i(t).

Si(t) = A cos E»ct + wi(t)] (1)

Without loss of generality, the VCO may be considered to produce
an angle modulated sinusoid of amplitude Av, frequency ub, having an

effective phase modulation (t), and having negative sine phase with
5 ’

respect to the input signal. Assuming negative sine phase and a



frequency u)c exactly equal to the input signal frequency is not a re-

striction on generality, since a term linear in t and a constant may
be taken in the otherwise unspecified output phase qu(t).

A .
vv(t) = -A; sin Enct + CPO(tE] (2)
The output of the multiplier m(tj is

m(t) = si(t)vv(t) = - AAVKpr cos E)ct + cpi(tzl gin EDct + cpo(t)]

: (3)
m(t) = ::Af—ZK——(E{sin [Ewct + cpi(t) + cpo(tﬂ - sin Epi(t) - CPO(tZI}

(%)

It may now be assumed that the multiplier is fully balanced so
that the double frequency term is rejected. Also, the low-pass filter
will not pass double frequency components. In any event, the desired
low-frequency multiplier output is given as

7

m(t) =E2°E sin Epi(t) - CPO(tﬂ ) (5)

The VCO driving function vd(t) is given as the time convolution
of the multiplier signal with the impulse response function h(t) of
the low-pass filter.

Assuming zero initial conditions at time zero

[o0]

v4(t) =/m(t - T)h(T) ar (6)
0
vy(t) = AAgK /h(T) sin [:CPi(t -7 - ¢ (t - 'rﬂ ar (7)
0
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The output phase qb(t) of the VCO is proportional to the time

integral of the driving signal. The proportionality constant is K&

t
P (t) = Kv/ vy(t) at (8)
0
Thus

’ tfe
¢ (t) =%2QEK-Y-/O‘/O h(T) sin [cpi(t -7 - (t - T)] arat  (9)

Equation (9) is the exact nonlinear integral equation giving the
VCO phase response to an input phase function. ZEquation (9) shows that
the output phase @o(t) responds to the input phase mi(t), but the

equation does not give one an intuitive "feel" for the manner in which
the loop responds.

Suppose, through some unspecified means, over some interval of
time, the output phase approaches and remains near the input phase, say
within 30°., Then the sine function of the input-output phase difference
is very nearly the phase difference itself. Equation (9) may then be
rewritten, with good approximation, as

’ tfe
AAK
CPo(t) =$/[h(ﬂ [cpi(t -T) - cpo(t - 'r)] aT at (10)
0%0

Equation (10) is linear and easily Laplace transformable. First, assum-
ing the integrand is well behaved, the order of integration may be
changed to give

’ *® t
P, (t) =%21”K-!/ h(T)/ Epi(t - ™) - (t - Tﬂ at ar (11)
0 0

Defining the Taplace transform of ¢(t) to be &(s), equation (11) may
be transformed to

K/ ) -s
@o(s) =M[ h(T) @i(s) - @O(sﬂ il ar (12)

2 s
o]
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K
¢ (s) = AA\”PKVE()-@(]'/ n(t) 5" ar (13)

Now the integral over T of the loop filter impulse response is simply
the Laplace transform or the transfer function of the loop filter which
will be labeled FL( s). Then

o s

: 7 (s)
B (e) = LY g () ,(s)] - - (14)

Next, a gain constant for the loop is defined as

4

¢y

"iE

K 5 (15)
and equation (13) is rearranged as
F.(s)
5, (s) K== :
= 6)
5. (s) 7 (s) *
i 1+ K L

The form of equation (15) is well known from the theory of servo-
mechanisms, representing a linear servo loop whose output w (t) is

subtracted from its input ¢ (t), and having a loop gain function

F (s)

K The tracking properties of servomechanisms are well known and

well documented (ref. 6). Therefore, once the VCO phase of a phase-
locked loop is brought sufficiently near the input phase so that the
loop operates linearly, then the loop operates as a linear servomechan-
ism for phase. The loop output phase will "track" the input phase
within the dynamic capabilities of the servo as determined by the loop
filter transfer function Fi(s); hence, the name "phase-locked loop."

C.2 The Linearized Model of the Phase-locked Loop

From the work in the preceding section, it is evident that as long
as the output phase tracks the input phase closely enough, say within

c-4




30°, the loop may be described for phase by linear transfer functions.
Equation C.1 (15), page C-U4, may be written in an expanded form from
which the equivalent linear model of the loop, for phase, may be drawn

by inspection.
KI
2(s) [AAZ cp} El] Fr,(s) (1)
5;137 = S ana
A o

2

K
? Loop
@i(s Yo————(— filter
'y E(s) FL(s)
v, (s)
VCO
A e
2 (=) =

Figure C.2-1.- Linear loop model

Inspection of equation (1) and figure C.2-1 shows that the multi-

plier has been replaced by a phase subtractor with gain constant K@,
which is proportional to the multiplier gain constant Ké, and the

amplitudes of the input signal A and VCO signal AV.

’
K_ = ?

P 2

(2)

C.2.1 The Closed Loop Transfer Functions

From the linear model of the loop three transfer functions of interest

may be derived. These three functions relate the input signal phase
@i(s) to the output signal phase Qo(s), the VCO driving signal VD(s),

and the phase error signal E(s).
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o) 8 5ey = s (1)
D arey =
7,(5) 1+mg§gw
102y = Kol - o) K(PF (s) (2)
i 1. KVKgp_S L
VD(S) ) K@FL(S) (5)
2, (s) KK F (s)

Equations (1), (2), and (3) hold for any loop filter. They may be
specialized for the usual loop filter transfer function which has one
each, real, finite transmission zero, and pole.

A -7
r(s) =KfH (%)

where

Kf = filter constant, a dimensionless number

The closed loop transfer function may now be written as

(s) = g - & )
¢ s s + s (KK Kp - ©) - KKKz G

A total gain constant K may now be defined as

KéKVK(pKf (6)

The three transfer functions may be rewritten as

cw>=x[2 5= 2 J (7
s+ s(K - p) - Kz
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E(s) _ K s(s - p) (8)
2 (s P12 4+ s(K - p) - Kz

V. (s)
D =K s{s - 2) (9)
@i:sj ¢Kf [;2 + s(K - p) - Kz

It is seen that the denominators of the transfer functions are of

-the form
D(s) = s + 28w s + wn2 =% + s(K - p) - Kz (10)
where
w = =Kz
n

2\/-Kz

A valid approximation for most second order loops is that

K> - p (12)
then
~1 /K
£ =3/ (13)
and
W
7 = --5% (14)
K = 28w (15)

It is informative to draw the asymptotic Bode diagrams of the
steady state transfer functions. It should be understood that these
diagrams are valid only so long as the loop is locked and is operating
linearly. The diagrams apply only to periodic input phase functions.
There are certain aperiodic phase functions which will cause the loop
to become nonlinear and to unlock. These functions will be examined
in a following section.
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Figure C.2.1-1.- Asymptotic Bode plots of transfer functions




C.2.2 Modulation Tracking Error

It has been stated that the linear treatment of the phase-lock loop
is valid only so long as the instantaneous error between input phase
¢3(t) and output phase ¢C}t) remains small; say less than 30°. This

section examines the effects of certain input signal phase functions on
the error function.

e(t) =, (t) - 9_(t) (1)

Although this error analysis is linear, while the very error it attempts
to analyze causes the loop to become nonlinear, still, the results are
useful for inference of the loop operation. The analysis will be carried
through by evaluating the inverse Laplace transform of the error function
for each of four input phase signals. The input signals and correspond-
ing Laplace transforms are given in table C.2.2=-I1.

Case @i(t) @i(s)
K
1
1 KlU(t) =
KQ
2 KEtU(t) -3
s
K
3 K_t°U(t) >0 2
5 3
K K ann
L4 U(t) 2 K sin wn't PN "—é-—‘——é-'
n=1 ° n=1l s + W
n
TABLE C.2.2-I INPUT FUNCTIONS
U(t) is the unit step function, as defined as
u(t) =1;t=0
(2)
=0 3;t<0
Case 1 is a phase step input of amplitude Kl radians. Case 2 is a
phase ramp input with slope K2 radians/second. Case 3 is a phase

. . . . 2 .
acceleration with acceleration K3 radians/second”. Case 4 is a sum-

mation of sine waves having amplitudes Kn and frequencies
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The error function to be treated is given as

( K@s(s - p)

B ) =9, ) - & ) = @.( (3)
(8 = 23000 - 85le 5% + s(k - p) - K| )
Case 1:
¢, (£) = K Uu(t) (1)
K
3, (s) = = (2)

K.K (s - p)
L (3)

B(s) - —
° &€ + s(k - p) - Kz

_(K=p + 2
e(t) = 2K1K$\/[ Pc % e < 2 ) sin \/CKZ - KELi_El_ t+ ¥

bz - 2 (K - p)®

(%)

where

o -V - - 22

K+ p

¥ = tan (5)

It is seen that there is no steady-state error, only a transient. The
peak transient error may be found by setting the first derivative of
e(t) to zero.

Case 2:
9, (t) = K tu(t) (1)
K
8,(s) = S—S » (2)
K.K (s - p)
E(s) = —* (3)

—[; 2 + s(K - p) - Kz]



.

L

where

2
(X - p)
-1 _LKz 2 \/‘KZ R
n rr——— ] = tan

v = ta (& - )2 K 7 p (5)

It is seen that there is a transient error and also a steady-state error
which is dependent on the pole frequency p of the loop filter. This
steady-state error is generally small enough to be neglected.

Case 3:
o (t) = KStQU(t) (1)
2K
3
@i(s} = 3= (2)
S
2K K. (s -~ p)
E(s) = 5o (3)
s l; + s(K - p) - Kﬁ]
2K_K
e(t) = Kg"p pt-—l+E-(—I%Z§-'E‘)—
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where

2 2
-2 \/—-;Z - _(i{;B)_. 2\/—KZ - ﬁK_—h_E)_ (5)
P =2 tan-l b - 't,aLn_l
L L X+p |
It is seen that there is a transient error, a steady-state error which is

an increasing function of time, dependent on the pole frequency, and
two constant steady-state errors, one dependent on the pole frequency.

Case &:

K
¢, (t) =0(t) ni K sin o+t (1)

K ann
?.(s) = & ————— (2)
+ n=1 32 + wn

K KK ® s(s - p)
B(s) = T =5—3t5 (3)
n=1 [% + s™ + s(K - p) - Ké]
2, 2
K ..wn wn + p

cos EJnt + \Lrl]

n ¢
n=1 2
2 2 2
\/(u)n + KZ) + (K - p) (.l)n

_(K-p)

t 2
+ —K(P'Z) e 2 cos \/—VKZ-XE‘-[‘D‘)_t"'WQ

(4)
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where

W (K - plw
v, = tan™t [:%] —tan~t *———————% (5)
-Kz - w
2 2
by = tan” (K - p) - tan . 2T 2
-p - TSJL_ E'(K -p) +w " + Kz
1 K-p (6)

+ tan N
) VLKZ - Lg_i_gl_

It is seen that there is a transient error and also a steady-state
error which is a sum of sinusoids having frequencies the same as the
input sinusoids, and amplitudes and phases which are dependent on
sinusoid frequency and loop parameters, The steady-state peak error
in radians may be seen to be

K by (
e P 7)
pk . l+1{‘2+2KZ+(K.:)2
2 2
w. w.
1 1
g e (8)
e . = % - :
PK 5o 20 Z(2ef - 1) w
1+ 5 + =3
w, w,
1 1

C.2.3 Loop Phase Noise

In the following sections it will be necessary to be able to relate
the phase noise or "jitter" of the VCO signal to the noise accompanying
the input signal., If the input phase noise is characterized as being

Gaussian and has a flat spectral density with value |®¢|, then the
variance 0¢? or mean squared value of the VCO phase noise may be

written as the product of the input spectral density times the "closed-
loop equivalent noise bandwidth" By For two-sided spectral densities
we may write
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2 _
Iy = !§¢\ 2By (1)

The closed-loop equivalent noise bandwidth may be computed in terms of
general loop parameters, using the loop transfer function of equation
c.2.1 (7), page C-6, and the method of appendix H-1.

? (s)
o _ G _ K(s - z) (2
éi:s: (S) s2 + s(K - p) - Kz )
Let
K(s - z)
G(s) = (s -(i)(sz- B) (3)
where
A=--(—K——;—P-)—+%\/(K—p)2+thé—a.+B (4)
B=__(K_;_Pl_:_2L (K - p)° + 4Kz & -a - (5)
Then,
K(s - 2) -K )
G(s)a(-s) = [(s — 2)(82_ Bﬂ 'Es +(f0+(§ n B)jl (6)

It is seen that the only poles in the left half plane are at s = A
and s = B, respectively. Define

a(s)a(-s) £ ¥(s) (7)

The residue at s = A is given as

_ 1im -K2(A2 - 22)
Res ‘l!(s)J - = -, (s = A) y(s) = (& - B)(2A)(A + B) (8)
The residue at s =B 1is given as
_ lim -K2(32 _ 22)
Res “S)J T g B RE) s EIREED )



The sum of the residues in the left half plane is given as

5B Z E (lO)
Z Res ll!(s)JLHP = A2 i 32

K2 a2 - B2 + 22
Res {(s) = - (11)
E = SJLHP b oc(oc2 - Be)

Substituting and reducing, we have

Gel ZRes V(s)

ref

1k [K-
= = (12)
mp o2 [K } p]

For this loop the low frequency gain is taken as reference

o (s) (13)
G = G(s) =1 13
ref J—

Then
2nw = K l:%—:——;] (14)
or
X K -
2By =35 [k o o (15)
For the alternate notation,
w
K=28w ;2= --2—2 (16)
w
n 2
2By = 3¢ [1+ ug] (17)

C.2.4 Threshold Prediction

A phase-lock loop is useful only when it is locked. A phase-locked
loop which is operating at a high input signal-to-noise ratio will
remain locked most of the time. As the input .signal-to-noise ratio is
lowered the loop will break lock more frequently, but will regain lock
if the signal-to-noise ratio is not too low.



Perhaps the simplest way to treat threshold is to define the loop
as operating above threshold if it is in lock a certain average percent
of the time and define it as below threshold if it is in lock less than
the required percent of time. In this manner loop threshold is rather
subjective and is dependent on the loop's use, which defines the thresh-
old in lock time percentage.

The analytical methods and assumptions by which the signal, noise,
and loop parameters are related to the percent inlock time have provided
a fertile field for analysis. Martin (ref. 7) defined a "practical"
"absolute" threshold, predictable from a linear loop model, which was
reasonably substantiated by laboratory test data. Later work by Develet
(ref. 8) treated threshold with nonlinear loop models.

It is the purpose of this section to set down the simplest method
of loop treatment which will yield results of tolerable accuracy. The
simplest method is to define the conditions under which the linear loop
model is valid and then use the linear model to infer the nonlinear
threshold properties of the loop.

An assumption which highly simplifies the analysis is that the phase
component of the input signal is separable into a distinct signal term
and a distinct noise term. A second simplifying assumption is that the
phase noise term represents a Gaussian noise process having a flat spec-
tral density. With these two assumptions the modulation tracking error
of the loop in response to the input signal phase term and the VCO phase
Jitter in response to the input phase noise term may be easily deter-
mined by the methods set forth in sections C.2.2 and C.2.3.

With a knowledge of the modulation tracking error, and especially
the peak tracking error e in radians, and a knowledge of the standard

deviation o of the VCO phase noise in radians, Martin's (ref. T)

threshold criterion may be employed. It is given an

(1)

e + xo =
m

¢

oA

where x 1is a peak factor or confidence factor for the VCO phase nolse.

The significance of the number g may be seen by observation of

equation C.1 (9), page C-3, the nonlinear equation giving the loop re-
sponse to input phase. Suppose initially both @i(t) and @O(t) are

identically zero. Suppose ¢3(t) increases positively from zero. Then,
according to equation (9) Qo(t) will increase positively to track

@i(t). This tracking is caused by the error function sin i%i(t) - @O(t] 5
increasing as q&(t) separates in value from ¢6(t). However, if

q&(t) separates from Wo(t) rapidly enough so that the instantaneous
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value of q&(t) - wo(t) exceeds radians, then the error function

i
2
sin E%i(t) - @O(ﬁj will decrease with increasing phase error and

wo(t) will not track ¢i(t). In other words, if the instantaneous value
of @i(t) - ¢b(t) exceeds = for a loop which is initially locked, the

2
loop will break lock.

Given a peak tracking error e s then the statistical probababllity

of the loop breaking lock is implied by equation (l) above. For Gaussian
phase jitter the probability of the loop breaking lock at the time of
peak tracking error e, may be determined. In Probabilistic notation,

the probability that the locked loop loses lock is given by

P {%“@ + em'> g] =1 - P [%a@ + el <-§] (2)
ﬁ—e

P%%”m)%”'%(x““g‘sﬂ (3)
P

where

@x(x) = normal distribution function.

In terms of the error function, which is tabulated, we have

3t 1
P X0, + e >A%} =3 [% - erf (;%;) (L)

Equations (3) and (4) show that given a tracking error e, the
standard deviation o of the VCO phase jitter uniquely determines the

probability of loss of lock. Given a required probability of loss of
lock, the confidence value Xx may be obtained from tables of the error
function.

Table C.2.4-I gives the values of x corresponding to loss of lock
probabilities for five cases.

P I 107t 1072 1072 1074 1072

x l 1.29 ’ 2. 3L 3.1 3,72 L. 25




In sections C.4 and C.5 to follow, detailed threshold relations
will be derived for two special cases of phase-locked loops, relating
the probability of loss of lock to the input signal-to-noise ratio.

C.3 Signal and Noise Characteristics of
Prelimited Phase-Locked Loops

The remainder of appendix C will be restricted to phase-locked
loops preceeded by an ideal band-pass limiter. The model is given in

figure C.3%-1.

KI
5. (t) ?
i Ideal 1(t) m(t) Loop
O0————» band-pass Pilter
n, (t) limiter

)

VCO

Figure C.3-1.- Prelimited phase-locked loop

The input signal sﬁ(t) is taken as an ideal angle modulated

signal from equation A.1 (7), page A-2.

si(‘t) = A cos Eact + cps(tﬂ (1)

The noise is taken in the form of equation B.1l (l), page B-1l, as a
sample function of a Gaussian process, with a flat spectral density
band-limited to the input bandwidth of the limiter.

ni(t) = x(t) cos wt - y(t) sin w % (2)

The limiter output function is taken from equation B.3 (4), page B-6, as
VL —
1(t) = 4 = cos Lwct + \y(t] (3)

T
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e T

where, from equation B.2 (9), page B-k4,

A sin cps(t) + y(t)

’lf(t) = arc tan A cos st(t) T X(t) (h’)

For high signal-to-noise ratio (SNR) into the limiter the output
function is approximated, from equation B.3 (5), page B—6, as

V.
1(t) = 4 ;% cos [%ct + ws(t) + X%Eg} (5)

For high input SNR into the limiter, it is seen from equation (5) that
the input signal phase function to the phase-locked loop is @S(t).

Also, from equation B.2 (11), page B-5, the phase noise spectral density
at the input to the loop is

218
! A
Ple) = —z— s el <% (6)
A
where
&w = 2xB, (7)
'@n is the constant value of the flat noise spectral density into the
i

limiter and Bi is the limiter input bandwidth.

C.3.1 Limiter Effects on Loop Parameters

Section H.3, page H-9, which is based on Davenport's(ref.k) work,
discloses a property of band-pass limiters which affects the parameters
of a limiter driven phase-locked loop. At low limiter SNR the amplitude
of the sinusoid feeding the phase-locked loop is suppressed by a factor
o, from its value at high limiter SNR. Martin's (ref. 7) approximation

to o is reproduced here from equation H.3(3), page H-11

2 1
= 1
o LA (1)
l+;§
i
where
Ni
= limiter input noise-to-signal ratio
i



Equation C.2 (2), page C-5, shows that the phase subtractor con-
stant K(P is proportional to the amplitude of the sinusoid feeding the

phase-locked loop. When the limiter suppresses the sinusoid, it also
suppresses K _ Dby the same factor o e The value of K _which is sup-

¢ ¢
pressed by the limiter action will be denoted by K(P .
a
then
K = o K 2
5, = (2)

The loop parameters derived in section C.2.1 and C.2.3 may be
modified for limiter suppression. Since the phase subtractor gain is
reduced, so is the loop gain K. If K is understood to be the max-
imum loop gain for no limiter suppression, then the modified gain 1is

K = arK (3)

and

2/ em g

w, = oKz =w far (5)
a

QLK aLK - 2
2By =3 T (6)
a ot T P
It should be noted that the tracking error of the loop changes in a

like manner. The errors for particular modulations and particular
alphas may be evaluated through use of the expressions of section C.2.2.

C.4 Modulation Restrictive Loop

This section will consider the threshold treatment of a special
type of loop known as "modulation restrictive'. This type loop is used
to track an unmodulated sinusoidal carrier or the residual carrier com-
ponent of a narrow-phase modulated signal. It is assumed that by suit-
able input filtering and proper signal design, a modulation restrictive
loop will see little or no signal modulation and will operate with
negligible modulation error e except for that error caused by Doppler

effect.
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The following treatment will be for the special case of zero Doppler
effect. If Doppler effect cannot be neglected, loop threshold may be

treated easily using the results of section C.2.k.

Several assumptions are made. First, the limiter bandwidth is
taken to be much wider than the loop equivalent noise bandwidth. Second,
the statistics of the phase noise process passing from the limiter into
the loop are assumed to be approximately Gaussilan for any limiter SNR.
The effect of limiter suppression is included in the determination of
the closed loop noise bandwidth BN.

For this special case, the threshold defining equation C.2.4 (1),
page C-16, specializes to

(1)

X0O.,, =

¢

ME!

where the equality defines the threshold VCO phase jitter. Dividing
equation (l) by x and squaring,

2
I
2 2
% =% (2)
From equation C.2.3 (1), page C-1k,
2
Op = ’®¢‘ 2By (3)
From equation C.3 (6), page C-19,
2 [t
ni
l§¢l -T2 ()
A
and
_2 IénilgBN (5)
P 2
A
2

But the quantity on the right-hand side of equation (5) is identically
the noise-to-signal ratio into the limiter, computed in the loop noise

bandwidth BN'
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then

N,

i 6
%% = |5 (©

i

3, -
e {1 .
NiBN 2

Thus, the limiter input SNR, taken in the loop noise bandwidth, has
been related to the confidence value x. From the results of table
C.2.4-I, page C-1T, the required SNR may be tabulated for various
probabilities of loss of phase-lock. These are as follows:

and

P 10~ 10°° 10~2 - -5

T U S .

-1.7db 3. LGAdb 5.91db 7.47db 8. 62db

A R B R I

TABLE C.L4-TI.- INPUT SNR VERSUS LOSS-LOCK PROBABILITIES

It should be noted that when making computations involving BN’

the value of BN used should be that value actually produced by the

limiter input SNR. The calculation of B

N is treated in the following
section.

C.4.1 Loop Noise Bandwidth Above Threshold

For a predimited modulation restrictive phase-locked loop which
has been optimized (for threshold) at some particular loop signal-to-noise
ratio, it is necessary to be able to determine the effective loop noise
bandwidth for signal-to-noise ratios above threshold. The usual assumptions
are made that the loop is locked, fed by an ideal limiter, an unmodulated

sinusoid, and white band-limited Gaussian noise. From equation C.2.3 (15),
page C-15, the two sided closed loop noise bandwidth is taken as

-5[5= )

where

K = open loop gain
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z loop filter zero frequency

js) loop filter pole frequency

Results will be obtained for a special case which represents a wide
class of loops. The loop filter parameters will be set such that

Ipl <K
€ = 0.707 (2)
where
€ = loop damping factor
then
zég Z = - EQ
o 2
K=ok (3)
where
a = limiter signal voltage suppression factor

Kﬁ = maximum or high signal value of loop gain

conditions at the loop design threshold

K a
[% + E? = 2? |§:+ 2? (%)

Now the threshold loop noise bandwidth occurs for a = ., SO that

Then

(VI

By =

2By =1 % (5)
o
The ratio of bandwidth for any o to threshold bandwidth is
2B
N 1 a
= =Fle=+1 (6)
3|25
o)
This result is given by Martin (ref. 7).
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Using Martin's (ref. 7) approximation to o« as a function of
limiter input signal-to-noise ratio, we have

1

o = - (7)
N
1+ T SjB.
i
or
b §
1+ I SJB_
o 1o
%o N 1+ = EJ ®
T8 Bi
then
N,
142 gi
T P58,
2BN 1 i
_— =2 + 1
o 1+ = é—
T 54 |8,
S - 1 P

A related problem is that of determining the loop signal-to-noise ratio
at which a loop was optimized, given a plot of loop bandwidth versus input
signal. It is easily determinable that

4
1 T
Vs, [.B 2 (10

io 2-—§E Y 1
2 BN 2
o
where
BN = strong signal value of loop noise bandwidth

C.5 Prefiltered Modulation Tracking Loops

This section will consider the threshold treatment of a special
type of loop known as "prefiltered modulation tracking." This type of
loop is used to demodulate angle modulated sinusoidal carriers. For
some types of signal modulations it is possible to reduce peak modula-
tion tracking error e, to a very small value by making the loop
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natural resonant frequency w, —very large compared to the highest

modulating frequency. Simultaneously, to reduce the transmission of
phase noise or jitter through the loop, the input signal plus noise
may be processed through a sharp cut-off band-pass filter having a
bandwidth just wide enough to pass the modulated signal. For high in-
put signal-to-noise ratios and linear loop operation, the bandwidth of
the equivalent phase noise will be half the input bandwidth. For mod-
ulation indices not too large, the bandwidth of the phase noise will
form, essentially, the closed loop noise bandwidth. Such a modulation
tracking loop 1is called a prefiltered loop.

Assuming the loop natural frequency wn is much larger than the

highest modulation frequency, the peak modulation tracking error be-
comes negligibly small. The threshold defining equation for the pre-
filtered modulation tracking loop then becomes the same as for the
modulation restrictive loop, since again e approaches zero.

X0y, = g (1)
then
<12
oy =& (2)

Due to the prefiltering and the assumption that the input bandwidth is
much less than the loop wn’ the effective noise bandwidth of the phase

noise is half the input bandwidth or g. Then, from equation C.2.3 (l),
page C-1lk,
B
2 i

From equation C.3 (6), page C-19,
218

l%l = —AZ (4)

and

(5)



then

2 _1 M
% 72 |8, (€)
i]B,
i
where
Ni
< = noise-to-signal ratio into the limiter, computed in the
1 Bi limiter bandwidth Bi
then

Si C1fx 2
E\TiJBi =3 [g] (7

From the results of table C.2.4-I, page C-19, the required SNk into
the limiter may be tabulated for various probabilities of loss of
phase-lock. These are given as follows:

P 107t 1072 1072 10 1072
R R S R

-4, 7ap 0. 46dv 2.91db 4. h7dp 5. 62db

2' [do
He |

i B.
1

_ 4

TABLE C.5-I.- INPUT SNR VERSUS LOSS~LOCK PROBABILITIES

It is seen that for the lower probabilities the limiter input SNR
is low enough to violate the assumption of high SNR which was used to
obtain the phase nolse spectral density. Therefore, care should be
exercised in applying the results of table I for the lower SNR.
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APPENDIX D
PRODUCT DEMODULATION

D.1 ILinear Product Demodulator

Figure D.1-1 shows the configuration of a product demodulator, used
to coherently detect phase modulation. This is the product detector of
section B.4.1, page B-6, followed by an ideal output filter.

KI
Si(t} ? Output so(t)
o { % } —t filter 0
ni(t) T B, no(t)

-sin o t
c
Figure D.1-1.- Demodulator configuration

The output filter is defined to be either low-pass or band-pass, with
flat unity amplitude and phase transmission characteristics, square
frequency cut-off characteristics, and transmission bandwidth of BO cps.

The input signal and noise are taken in the usual forms as

53(8) = A cos [wt+ g (¢)] (1)
ni(t) = x(t) cos wt - y(t) sin w,t (2)
where
si(t) = angle modulated signal with equivalent phase modulation @S(t)
ni(t) = sample function of a random Gaussian process



ni(t) is further defined as white and band-limited to B cps.

The noise power spectral density at the multiplier output is given
from equation B.4.1 (7), page B-T, as

2
Kl
B
3 =2_ s . < op B
m(w) 5 n |} lw| < 2x >
i
= 0 s all other values of (%)
where
@n = constant value of the input noise spectral density Qn (w)
i i

The signal component, from equation B.4.1 (4), page B-7, is

4

K
sm(t) = E? A sin @S(t) (L)

Equation (4) will be subsequently treated for specific signal types.
D.1l.1 Detection of Sinusoidal Subcarriers
This section treats demodulation of a carrier which is phase modu-

lated by the sum of a pseudo-random range code plus K subcarriers.
The model of figure D.1-1 applies.

The input signal is taken in usual form as

K
Si(t) = A cos wct + A@rct(t) + izl A¢i sin (wit + ¢i> (1)

the multiplier output is

2 K
o A . .
m(t) —'K@ - sin Awrct(t) + izl A@i sin (wit + ®i) (2)

Expanding equation (2) and applying the identities of equations A.3 (3)
and A.3 (4), page A-7, we obtain



K

m(t) = c;% ct(t) sin (Acpr) cos §1 A, sin (wit + cpi)
. K .
+ cos (ACPr) sin E:]_ AP, sin (wit + tpi> (3)

The first term of equation (3) is a function of the subcarriers multi-
plied by the range code and interferes with the desired signal which
is the second term of equation (3).

Then, the desired multiplier term is
K

s (ACPr) sin %1 A, sin (wit + cpi> (4)

m(t) =K

ot

'
cp
Using the Giacoletto expansion (ref. 1)

m(t) = Kq;% cos (A‘P Z ‘: (Acp ]

...-oo nk—-—oo i=

K

sin Z ni(wi‘t + cpi)

i=

(5)

From equation (5) the jth detected subcarrier terms, the first order
terms having frequency UJj, may be obtained by setting

ni=0 ;i#j

= = £ ¢« J = J
n; =n, 1;i=j (6)



then, for nj = +1
m(t)n 41 = 5 oS ( ) Iy (A@J.) T_ll_ [ETO(A(PJ.‘H sin (wj“b + cpj)
J i=
173

(7)

]
1
=

For n.
J

K
m(t)n ~——9§ cog (é@}) J»l A@ -T_r [; .j] sin (-wjt - wj)

J

(8)

Now
mj(t) =m(t), ., +mle) _ (9)

J N

and
J_(x) = (-1)" J (%) (10)

then

mj(t) = KéA cos (AHG) (A@ -r_r [. A@i] sin (w t + @’) (11)
1#3

As in appendix A, equation (11) holds whether or not the individual
subcarriers are, themselves, angle modulated.

The output signal from the output filter is

o) = =i e S( ) ( )—I_]_ ( ﬂsin(wjt-z—@j)
1753
(12)

D.1.2 Detection of Arbitrary Baseband Modulation

This section treats baseband modulation which is not a sinusoid or
sum of sinusoids. The most workable method is to describe the arbitrary
function by its peak phase deviation and by an empirically determined
peak to rms ratio, or form factor.
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The model of figure D.1-1 applies. The input signal is taken as

si(t) = A cos E%ct + @S(tZI (1)

where now @S(t) is a baseband signal, having peak phase deviation Amp.

The output signal from the output filter 1is

4

K
s (t) = g A sin @_(t) (2)

The peak squared output signal is

2

"“ 2
K A

P

EO pea%]g == sin2 (A@p) (3)

Tt is noted that for the output signal to be a linear replica of

the phase modulation, A@p must be less than about 30°. If linearity

is not of great consideration, as for clipped speech, Amp may be

increased. In no case may Amp be greater than 90°. Residual carrier
suppression considerations will generally limit Amp to less than 90°.
Tt is desirable to place a bound on the residual carrier remaining
after modulation since generally the demodulator reference signal is de-
rived from the residual carrier. For square wave modulation the remain-

ing carrier is given by the limiting case of equation A.3 (7), page A-8,
for Ami identically zero, as

sc(t) = A cos (A@p) cos W t (4)

Likewise, for sinusoidal modulation, where A@r is identically zero,
the residual carrier is

sc(t) =AJ (ACPp> cos w t (5)

For the sake of simple analysis, it is assumed that for arbitrary base-
band narrow deviation modulation of peak deviation Awp, the residual

carrier term 1s bounded by equations (h) and (5).



D.1.3 DNoise Characteristics
The noise spectrum out of the multiplier is flat within the limits
set by the input bandwidth B. Therefore, the bandwidths Bo of the

low-pass or band-pass filters are the equivalent noise bandwidths at
the output.

The output noise powers for both the band-pass and low-pass cases
are given by

= w
N, l@m( )l 2B, (1)
K'2
N =—> |& | 2B (2)
o 2 n, o
1
where
@B = flat amplitude of the input white noise spectrum
i

D.1.4 Output Signal-to-noise Ratios

The results of the prior three sections may now be integrated to
give output signal-to-noise ratios for coherent demodulation of both
subcarriers and arbitrary baseband modulation.

D.1.4.1 Subcarrier and band-pass filter.- The signal-to-noise ratio

out of the ideal band-pass filter BO cycles wide, for the jth sub-
carrier signal may now be determined.

From equation D.1.1 (12), page D-k, the output signal for the jth
subcarrier is

K
soj(t) = Kq‘; A cos (Acpr) Jl(A(Pj)U Jo(z:\;pi) sin (mjt + cpj) (1)
i#j
The output signal power is then
N 2 -
soj =Ky, & cos (A(pr) Iy (ACPJ.) D J02 (A(pi) (2)
i#j



From equation D.1.3 (2), page D-6, the output noise power is

,2
K
- 2
No 2 §n. 2Bo (3)
i
The output signal-to-noise ratio is then
2 2 K
A 2 2
K' = cos” (A JA.||J AP,
s ¢ 2 (w)l((PJ)i__.lO(cPl)
°1 . 17] (1)
NO 2
K/ |® 2B
¢ ny 0
5 X 22
—d = 2 cos® (a9 ) I.2 (A0, I 2 (e, \| e (5)
N ( r) 1 ( J) i1 © ( 1) l@niIQBO
173

The quantity in brackets is seen to be the total input signal-to-noise
ratio computed in a physical bandwidth BO. Then

5 | K S.
%w%ﬂ%ﬂfwﬁB (6)

i7J

As in appendix A, equation (6) holds, whether or not the subcarriers are,
themselves, angle modulated.

D.1.4.2 Baseband modulation and low-pass filter.-— Proceeding as
in the previous section, the peak squared output signal 1s taken from
equation D.1.2 (3), page D-5, as

Eo peak]2 = wh sin’ (Awp) (1)
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N (N F

Again, from equation D.1.3 (2), page D-6, the output noise power is

2
K
= 2
N 2

e}

)
n

i

2B (2)

The peak squared signal to mean-squared noise ratio is then

2
KI
2 2 .2
[éo pea};] _ % A" sin (Ac?p_)_ (3)
N 5
o KI
2
2 A
- A"
. N = - sin’ QOIE = (4
e} ] ni o}

The bracketed quantity is seen to be the total input signal-to-noise
ratio computed in a physical bandwidth BO. Then

2
S.
———~—£~———~[So Nial;] = gin® (A@p)[ﬁ}B (5)
o

I1f there exists a factor K. relating the peak to rms signal voltage

such that

Y

(6)

S0 r.m.s Kp S0 peak

then the ratio of mean squared signal So to mean squared noise NO

may be written

o _ i i
No = Kp sin (&C{)p) —-Ni 5
o (7)
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D.2 Prelimited Product Demodulators

Results similar to those in the preceding section are obtained for
a product demodulator preceded by a hard band-pass limiter. The con-
figuration is shown in figure D.2-1. This is the detector of sec-
tion B.4.2, page B-T, followed by an ideal output filter

~

K
Si(t) Band-pass b Output So(t)
C———| limiter —»| filter ——O
n, (t) Brs ap, Vo 1(t) B n_(t)

-sin 0w t
c
Figure D.2-1.- Demodulator configuration

The ideal output filter has the same characteristics as in D.1,
page D-1.

The input signal and noise are taken in the usual form as

si(t) = A cos [wct + ¢s(tﬂ (1)

ni(t) = x(t) cos wt - y(t) sin w b (2)

where the signal and noise characteristics are the same as in D.1,
page D-1.

For a high input signal-to-noise ratio into the limiter of, say,
10 db, the multiplier signal may be taken from equation B.k.2 (7),

page B-9, as approximately ,
2KV
. t
m(t) — [sm e (t) + Xf\—l] (3)

For high input signal-to-noise ratios, equation (3) gives output
signal-to-noise ratios identical to those for no prelimiting. However,
for decreasing input signal-to-noise ratios, limiter effects become
pronounced.

Lacking a useful rigorous treatment, the following rough approx-
imation will be made, which highly simplifies the analysis. The

D-9



multiplier output m(t) will be approximated for all input signal-to-
noise ratios by

2KV -
m(t) %f——%LL {%s sin @S(t) +a “5%%] (%)

where
o, = limiter signal suppression factor.

Martin's (ref. 7) approximation for @, will be used.

@2 = 1 (5)

where

p=

giJ = limiter input signal-to-noise ratio in the limiter band-
i BL width BL'

It remains to determine the nature of i This may be determined

by noting that the limiter is a constant power output device. That is,
regardless of the limiter output signal-to-noise ratio, the total output
signal plus noise power is constant. This means that regardless of the
limit output spectral composition, the total power across the spectrum
is constant. Next, it is noted that a product detector is simply a
spectral translator. It does not change the nature of the limiter out-
put spectrum, but merely translates it in frequency. Therefore, the
total power out of the multiplier is constant. This constancy of multi-
plier output power Pm will be used to solve for o -

2 ‘ 2
V. K V. 2
’ =2E{' IJ =LY 1 v eSO (6)
m 7 e 2 n AQ
A o
2 _ 51 2 3] |1
@ -E.-G,S]————Q -E_-CGS:] L’ﬁ— (7)
¥ (%) B
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2 2
o, a (8)

1t
Q&

Using equation (8), it is seen that the signal-to-noise ratio at
the multiplier output is given as

a82
S5 -z 55 (9)
N = L 2 N,
mo 2y () i B
n A2

It is apparent that the rough approximation of equations (4) and
(8) has given a pessimistic result for output signal-to-noise ratio
which is analogous to Davenport's (ref. 4) limiter result at low input

signal-to-noise ratios.

Equation (4) is rewritten as

2KV
n(e) = —— o [Sin oy () 4% ﬂAﬁ:l (10)

The signal component and noise spectral density are given separately

a.s
oK'y
s (t) = —2Ea_ sin 9 (t) (11)
oK'y |2 ) 3 (w)
3 (w) = |—2 2 2,2 ¥ _ (12)
m 7 T 8 2

A

It should be emphasized that the material presented above in sec-
tion D.2 is the result of physical reasoning and approximation and is
not mathematically rigorous. This material should be applied with

care.
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APPENDIX E

DEMODULATION WITH MODULATION TRACKING LOOPS

Figure E-1 shows the configuration of a modulation tracking phase-
locked loop used to detect frequency modulation.

5; () Ideal | 1(t) Loop v () [output 5(t)
O0———band-pass *ri1ter filter |———0
ni(t) limiter B, no(t)

—————1 VCO

Figure E-1.- Demodulator configuration

The input signal is taken 1n usuval form as
si(t) = A cos [@ct + ¢S(ti] (1)
where
ws(t) = "equivalent" phase modulation of the signal

The input noise is taken as
ni(t) = x(t) cos wt - v(t) sin Ok (2)
The limiter output signal is taken from equatim B.3 (h), page B-6, as
1(t) 2y cos wt+ @ (%) (3)
L c i

with wi(t) identical to V(t) of the referenced equation. For suf-
ficiently high limiter signal-to-noise ratio, @i(t) may be separated

into signal phase modulation, ¢S(t), and noise phase modulation, ¢@(t)'



Since a modulation tracking loop is useful only when operating relatively
linemrly, the assumptions are made that the steady-state modulation
tracking error is less than, say, 30° and that the set of linear trans~
fer functions derived in appendix C adequately describe loop operation.

The transfer function of interest is that relating the VCC driving
signal vd(t) to input signal @i(t). In transform notation, from

equation C.2.1 (9), page C-7,

VD(S) s(s - z)
=KX L
@i s LRI PR s(K - p) - Kz )

where

Qi(s) = transform of the input signal "equivalent" phase modulation

For signals which are frequency modulated, the transform relation be-
tween VCO driving signal and input frequency modulation is given as

VD(S) S - 2 ( )
= KK 5
SQ:I.:Sj ¢ [;2 + s(K - p) - Kz]
where

s@i(s) = time integral of the "equivalent" phase modulation or
frequency modulation

The asymptotic Bode plot of the steady-state transfer function derived
from equation (3) was given in figure C.2.1-1, page C-8, and is repro-
duced here as figure E-2.

db

v (3w) ;
Jm@i " 1,////T\\\\
o] . w
n

1
20log. . =
10 KV

Figure E-2.- Asymptotic Bode plot
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The figure shows that the steady-state transfer function is asymp-
totically flat for frequency modulation from zero frequency out to the

region of w = |z|, the loop filter zero frequency. For analytic sim-
plicity, it may be assumed that most of the signal modulation energy
will be of frequency less than |z]|. This assumption is not strictly

necessary, since equalization in the output filter may be employed if
the modulation frequencies do extend beyond |z|. For modulation sat-
isfying this frequency restriction, the VCO driving signal is given as

v () =2 @, (t) (6)

Ky

For the assumption of relatively high input signal-to-noise ratio into
the limiter and linear loop operation, the VCO driving signal is sep-
arable into individual signal and nolse components. Then

N :
vy (%) "X, ¢ (t) + cpq,(tﬂ (7)

The demodulator may be treated for signal and for noise, separately.
E.1 Detection of Sinusoidal Subcarriers
and Arbitrary Baseband Modulation

This section treats the demodulation of a carrier frequency modu-
lated by a composite function consisting of a swmation of K sinu-
soidal subcarriers plus some arbitrary baseband function. Figure E-1
applies.

The input signal is taken as

= wt +
si(t) A cos [:ct @S(tﬂ (1)

where

@S(t) = carrier phase modulation due to signal alone

The function describing the instantaneous carrier frequency deviation is
defined as

K
(b (+) A £ (4) + Awi cos Eait + Gi:I (2)
s ® i=1



where

fb(t) = arbitrary baseband function and
AW, = peak radian frequency deviation of the carrier by the ith
t subcarrier
The signal portion of the VCO driving function is given by
1 K
= = + + 0
A (t) KV f%(t) .Z Awi cos Eﬁt ;] (3)
s i=1

The output signal from the output filter (band-pass) for the jth Sub-
carrier is given as

So.(t) =iij cos Eljt + G;l (L)

; 5

Equation (4) holds whether or not the subcarriers themselves are angle
modulated.

The peak output signal from the output filter (low-pass) for base-
band modulation is given as

- L
Sob peak KV Aujbpeak (5)
where
Lwb = peak radian frequency deviation due to the baseband

k
pea modulation

E.2 Noise Characteristics

Observation of figure C.2.1-1, page C-8, shows that the modulation
tracking loop has no finite output noise bandwidth for flat input phase
noise. Output filters of the low-pass or band-pass type are used to
restrict the output noise. The filters are assumed to have ideal proper-
ties, that is, square frequency cut-off characteristics and flat trans-
mission characteristics in the pass-band.

For the assumption that the modulation frequencies are less than
]z|, then the output noise spectrum is parabolic, or proportional to

2
w as shown by figure C.2.1-1, page C-8. Therefore, the bandwidths B

of the output filters are not the equivalent noise bandwidths at the
output. These will now be computed.
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The noise spectrum at the loop filter output is taken as

5 . -('w)2 .
dn(Jw) == 8(J0) 5 Jo| < |z (1)

where

§¢(jw) = flat input phase noise spectrum.

Equation E.2 (1) follows from equation E (6), page E-3.

E.2.1 Low-pass Output Filter

The low-pass output filter is taken to have an amplitude transmis-
sion coefficient of unity and physical bandwidth BO cps which
corresponds to radian bandwidth

Awo = 2ﬂBo (1)

The equivalent noise bandwidth Be is defined as that bandwidth having

a transmission constant of unity which passes the same noise power from
flat input spectral density §¢(jw) as is actually present in the out-

put. Equating noise powers, we have

11 s jope = L ° L1 2002 (s0)als 2
ol g [T - ot wse @)
v eV
o)
where
Awe = EﬂBe (3)
then
jow
jeaw = - (jw)ed(jw) (L)
-jAwO
Awo)3
Awe =" (5)



2
_ (o) 3
B, = 3 B (6)

The output noise power is seen to be

o () ol
1 (205 12 a0\

N A (Kv> 5|2 (20,) (8)

v =2 (L) (2028 (9)

o 3 <KV> T %o l-¢l ?

E.2.2 Band-pass Output Filter
The band-pass filter is taken to have an amplitude transmission
coefficient of unity and physical one-sided bandwidth of Bo cps which

is symmetric to a frequency of fm cps.

In radian notation,

Ny = 27B
o) o)
w, = 2nf (1)
Equating noise powers glve
éwo
%2 .
2 G02(2) 6 (swalsw) - 1 Vs lionu
—— - [§)] e W 4} T e v
2nj J Ky Ay J 2rj (KV> ; @la e
( = )
3 o
m 2
(2)
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Where

M = equivalent noise bandwidth at the output

e
Aw
J wm 20
-2 (3w)Pa(ge) = jerw (3)
Aw
A
J<m_' 2)
1 < Aﬂb > < Awo >
Mg =z \ %t 2) "\ 2 ()
o 1 2
D, = 0w [wm + 35 (Awo>] (5)
2
B
2 2 o)
Be = (2x) fm + a5 Bo (6)

The output noise power due to a two-sided equivalent phase noise input
spectral density @Q(jw) is given as

o
N, = é; <§;> l@¢ 2Aw_ (7)
N—L—LQQQA 02+ L (w2 (8)
o 2n KV) ( w’ ®s _fh 12 ( o>
or
>
142 2|2 B
NO=<K—V> P‘Plg(%) £ +% B, (9)



It is seen that from equation (5) an approximation may be made.

2 2 1 2
= H >> —
Aﬂ% u%_Awo 5 % 12 (Awo) (20)

or

2. 2 2 1 2
= . >> —
B, = (20)°€ “B_ ;5 £ 5 B,

(11)

This approximation is accurate to within about 5 percent for Awo

approaching E wm. This approximation is essentlally the same as as-

suming flat noilse with spectral density

5 (Jo) =w© e (ju) (12)
m 9P

n
e}

across the bandwidth Bo when BO is much less than the center fre-

quency fm. Approximately

N = 51; (K;Lv—f I%'eAwowme (13)
or
wo=(2\ °p £ 2
o= <Kv> l (P’g(en) BT (1)

E.3 Output Signal-to-noise Ratios

The results of the prior sections are now used to obtain output
signal-to-nolse ratios for two cases: arbitrary baseband modulation
with a low-pass filter, and an individuval subcarrier with a band-pass
filter.

E.3.1 Subcarrier and Band-pass Filter
We may now determine the signal-to-noise ratio out of the assumed

square band-pass filter of bandwidth BO for the jth subcarrier,

where the input signal is assumed to be fregquency modulated by the sum
of K subcarriers plus arbitrary baseband modulation. The input
noise is white, band-limited, and Gaussian.
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h
From equation E.1 (4), page E-L, the output signal for the jt
subcarrier is

soj(t) - ij cos [%jt +-@£] (1)

KV

The output signal power is then

Aw.2
_Zg_ (2)

1
S —_—
(o)} 2
&

From equation E.2.2 (9), page E~7, the output noise power is

B 2
1 2 2 o)
=— (% J2(2 f.”7 + =B
Yo m 2 [P0 [
where
f. = center frequency of the band-pass filter
The output signal-to-noise ratio is then
Aw,2
i S
2 2
S .
i L, A (4
2
© 1 2 2 Bo
gg ‘é 12(2@ £° 2[5,
Aw,e 2
s == T
oJ = _
N 2 “@nil 2B (5)
2 2 0
(21‘[) fj +f
where
® _(w)
@@(w) E._EEE__ (6)
A
2

E-9

N )



The second bracketed quantity in equation (5) is seen to be the input
signal-to-noise ratio computed in a physical bandwidth BO. Then

s ae 2 5.
5 S S R i 1)
N, 2 B2 [Mi]B
£ 2 + o o
3 12

where

. .th
Af, = peak cyclic frequency deviation of the carrier by the j

subcarrier
Approximately
s . Ar 12 [s.
o 13 i (8)
N 2 f, N,
o J ilB
e}
for o
1 Bo
1 >>'I§ T (9)

E.3.2 Baseband Modulation and Low-pass Filter
Proceeding as in E.3.1, the peak output signal from equation E.1
(5), page E-L4, is

- L
®ob peak K, oLy peak (1)
The peak-squared signal is
2 _ 1 2
Eob pea%] - KV2 Ao peak (2)

From equation E.2.1 (9), page E-6, the output noise power is

2
21 2
NO = '3' [‘KT;I (2n) BOB

) (3)

ol




The ratio of peak-squared signal to mean-squared noise is then

2 2
l?ob peakl Al peak (1)

N T2 2.3

o = (ex)” B 7|8 |

s (207 B, | .

2

2 AFT 2 A
[sob peak] -3 peak l; 2 (5)
N - B U@ , 2B
o o ni o]
where
Afb = peak cyclic frequency deviation of the carrier by the

peak baseband modulation.

The second bracketed quantity is seen to be the input signal-to-noise
ratio computed in a physical bandwidth BO. Then

2 2
I:Sob ;@ak] x| |51
(e]

o ilB
o

If a specification factor Kp exists, relating the peak to rms value

of the baseband modulation, such that

fbr.m.s. - Kpfbpeak (7)

then the mean-squared output signal-to-noise ratio may be formed as

AF] 2
Sdb _ 2 eak Si
T = XS | | (8)
N P B N,
o} 0 ilB



APPENDIX F

SPECTALIZED DETECTORS

F.1 Range Clock Receiver and Code Correlator

8, (t)
s (t >
@) 4
s, (t) s (t) _ Ideal
+ m g:g: band- sl(t) Loop
°—’<:>;_>—’ . »| pass —>®—' . > VCO
ni(t) I nm(t) fl%ter L imiter filter
B,
n (%)
Phase
L Ishifterle
s.(t) 90°
Receiver
code <
-gin wct cr(t) generator

Figure F.1-1.- Range clock receiver

The above figure shows the block diagram of the circuitry which
recovers the received range clock signal and generates the range code
correlation signal. The physical operation of this circuitry has been
treated in volume T of this series.

Si(t) + ni(t) the IF input signal plus noise

receiver code having only values of %1

c.(t)

s..(t)

sm(t) + nm(t)

product of cr(t) and the IF reference signal

signal plus noise out of the multiplier



sc(t) correlator driving signal

sk(t) correlator output signal

sl(t) clock loop driving signal

The operation of this device will be treated for an input signal, phase
modulated by a transmitted ranging code ct(t), plus K subcarriers.

The input noise is assumed Gaussian, flat, and band-limited to Bi cps.

F.1l.1 Signal Treatment

K .
i c rt .
i=1
where si(t) has the same properties treated in appendix A.2.
= - in W
sr(t) cr(t) sin ct (2)
s, (t) = s;(t) s (%) (3)

K
sm(t) = -A cr(t) sin w t cos (w t + ACPrct(t) + i§1 Ap, sin E)it + cpi(tﬂ

(%)

It is assumed that the multiplier produces only the difference frequency
term.

then

n =

K
s (t) =3 c (t) sin (A ¢, (t) + T A9 sin Enit + cpi(t] (5)

i=1

Equation (5) may be exvanded as in section D.1.1.
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© © X
A .
sm(t) =5 sin (Acpr) cr(ﬁ)ét(t)n;c,..;]k; 1::[ Jni(A;piﬂ .

(e <]

. cos i n, E)it + cpi(tjl + % cos (Atpr)cr(t) Zw: Z
i=1 n, =

n,=
K K
E Erni (A@iﬂ sin lzd n, E;it + cpi(tﬂ

(6)

The first term in equation (6) is the desired term. The second term is
the interference. Equation (6) holds whether or not the subcarriers
themselves are angle modulated. For the digital logic employed by this
system the product of the two analog code waveforms cr(t) and ct(t)

corresponds to the Boolean modulo two addition, or "exclusive or",
*

of the two codes Cr and Ct . The receiver code output is programable

in seven steps. At each step, the correlation between the two codes
changes. This 1s shown in table I. It can be shown, either algebra-
ically or with a truth table, that the "exclusive or" of the two codes
in program state P7 is identically clock, Cl. This means that

cr7(t)ct(t) = c1(t) (7)

where

c1(t) = square wave of unit amplitude, having the clock fre-

quency ®_,.

*
For a detailed physical explanation of the ranging equipment,
see volume I of this series.



i TABIE F.1.1-I.- PROGRAM STATE VERSUS CORRELATION
=
Transmitter code Cp =C1 @ X(abvbevac)
Bit
Program Receiver Component Initial Final length
state code acquired correlation correlation
Pl
0 c1 0 50% 0
P2
P3 Xa X 25% 50% 341
Ph Xa a 50% 5% 341
5 | b b 50% 75% 693
P6 Xe c 50% 75% 1 397
: P7 X(abvbevac) check a, b, c 5% 100% 1 2 728 341
; |
Code Bit
component length
X 11
a 31
b 63
c 127
C1 2




B~

In terms of Fourier series,

2 1 .
ch(t)ct(t) == E I?E - cos (pﬂ] sin pw t (8)
p=1
where
w . ==
cl R
R = clock bit period (9)

Then the correlation driwving signal for state PT7 is
2A K
Sc7(t) = = sin (A¢;) [:I JO<A¢3) sin wclt (10)

where it has been assumed that the band-pass filter having bandwidth B
passes only the fundamental sinusoidal component of the clock square
wave.

F.1.2 Noise Treatment
The input noise is taken in the usual form as

ni(t) = x(t) cos w.t - y(t) sin w,t (1)

having an input noise spectral density @ni(w), band-1limited to Bi'

The noise term from the multiplier is

nm(t) = ni(t)[zcr(t) sin wc%] (2)
n (8) =2 c_(t) y(t) (3)

We are now interested in obtaining @m(w), the spectral density of the
noise term out of the multiplier. We make the assumption that cr(t)
and y(t) may be represented as sample functions of independent random

processes and that
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Qm(w) =% @cr(w) * Qy(w) (h)

where
Bi A%
& = o) . < —_ e ——
S0 =2fe ] ol <o 58— (5)
= 0 s all other w

From Titsworth and Welch (ref. 10) we approximate the spectral
density of cr(t) in its program states greater than P2, as that of a

Markov sequence.

Then
sin2 (ﬁ)
écr(w) = ;R——___—gg_ (6)
L
(=)
where

R = bit rate of cr(t)

Now,
=]
111
g (w) =g 21(‘[ e (- ylay (7)
Since
A&E A&E
- = . - — - < —
8 (- y) EIQNiI 5 -5 <w-y<—3
AW,
= 0 .| w -y > 2 (8)
? 2
then
Awi Awi
- = . - —< < —_—
@y(w y) 2|§Nil s W 5 y<ws—
= 0 s all other y (9)



It follows that

AW,
. W+ —=
] = = o] 3 d
(@) =& - 2 cr(y)l ni‘ ¥
B
2
AW,
W+ —=
| ni | 2
® =
m(w) T " ch(Y)dY
i
-3
AW,
W+ —== sin?( L=
& . 2 1 <2R)
@ ((.D) = —lil—l- 5 2 dy
m T Au)i .L
w - > 2R
Iet
-2-'%=x;y=2Rx;dy=2Rdx
then
Awi
vt =
ni / 2R 1 sin2 X
¢ (w) = = ———— 2Rdx
m Iy AW, R %°
w - —=
2
2R
Awi
w5
ni 2R i
@m(w) - |2 sin” x o
) Awg x
-2
2R

(10)

(11)

(12)

(13)

(14)

(15)
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Now

. [y pn
sin x 1 dx
/ ax = 3 f = [ _cosg2x ax (16)
' x - X x
1 1 1
X _
X2 i 1 X2 dx COs 2X ° X2 sin 2x
sin x 1 ax
. dx = 5 5 + " + 2 " da
b x X
Xl 1 x 1
1 _
(17)
X5 _sin2 X g _ 1)1 1 . cos 2x2 ) cos 2Xl
x2 2 Xl x2 X2 Xl
X

+ 2 Ei(2x2) - Si<2xlﬂ (18)
where

z .
s, (2) E/ S ax (19)
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AR

i
o) cos o 2
5 (0) = ni 1 1 + R
e At e A~ o, A,
- - T
2R 2R 2R
\
Aw
W - —= AL, Aw
cos \ —— w5 ©-
_ - s, 20
oy +2 I8\ 8; = > (20)
w-
2R J
and
~
£m3 Awi
A Yt ©-
o, cCos\ ———— cos \——=——
d (w) = |3 EL—( e + R - R
ni}{ 2x 2 Aw, AW
JALR i i
2 i W+ — W o ——
el e 2 2
~ N
éﬁg A&E
w A —=t W - =
+ q 2 _a 2 ) (21)
R i R i R

Equation (21) is the general expression for the noise spectral density
at the output of the multiplier. We are interested in evaluating this

spectral density at the center frequency of the narrow band-pass filter.
We will then assume @m(w) to e flat across this narrow bandwidth.

The frequency of interest is

w = nR (22)
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The assumption is also made that the input bandwidth may be limited to
Aw, = 107R (23)

Using the assumptions stated above, the noise spectral density at the
output of the band-pass filter B may be written as

3 8 (w)| 4
(@ =@ (21)

R {: 107R _ , cos (bn) _ cos (-Lx)

@c(w) =Iéni 2r ° ol 22 6nR LR
+ % [%i(6ﬁ) - Si (-hﬂz}:} (25)
¢ .
2 (w) = ,gil'{} gﬁi + éL f; + 5,(18.85) + 8,(12, 55%} (26)
.06
8 (w) = 2520 |2 (27)
8 () =0.488 I@nil (28)

Now, the noise power N at the output of the band-pass filter in the
bandwidth B is ¢

oB (29)

.976 ,@ni]B (30)

F.1.3 Signal-to-noise Ratios
From equations F.1l.1 (10) and F.1.2 (27) we may obtain the signal-
to-noise ratio at the output of the band-pass filter of bandwidth B

for program state PT as



K
2 2
5 2 % sin® (%) E Ty (65%)
wll, = soe, (1)
c|B P7 —2?' l@nil 2B
5¢ _2.62 2 a0 —IETJZALP é;_ (2)
Nelm P, T ( ) i=1 © ( 1) |%nil 2m

Equation (2) relates to the input signal-to-noise ratio computed in a
bandwidth B as

K
S _2.62 2 ‘ﬂ‘ 2 54
NZ Blp. T > (AQPT) i=1 Yo (Acpi) ﬁi B )

For program state P_, the product cr(t) ct(t) is a square wave

J
clock signal 100 percent7of the time. For other program states
cr(t) Ct(t) is a square wave which reverses phase some percent of the
time, on the average, depending on the percent correlation of Cr

with Ct' This behavior, coupled with the filtering action of the band-
pass filter, is interpreted as causing the amplitude of Sc(t) to be
proportional to the average amount of time cr(t) ct(t) is constant

phase clock, or proportional to the correlation of Cr with C A

£
proportionality factor LK’ normalized to the P7 value of amplitude
of sc(t), is employed to account for the variation. / LK has maximum
)

value of 1.0 in state P7 and minimum value of 0.25 in state P,. LK is

defined as a correlation loss.

Equation (3) may be generalized as
5 X 5
c| _2.62 .2 2 i L
T == ]'_.K sin (ACPT) I (Acpi) ¥ (4)

Nc B i=1



From equation A.3 (6), page A-8, it may be determined that the receiver
input signal-to-noise ratio for the range code component only,

L is related to the input signal-to-noise ratio for the total
ir |B
carrier by
S K S.
ir _ s 2 2 i
22 = sin (Asor) TT9, (A¢i> =
ir|B i=1 i

(5)
B

It is seen that there has been an effective signal loss due to the
effects of the receiver code on the input noise, given by the factor
g-T';ég-or 0.835.

Equation (4) may be generalized as

S K S
el _ .2 2 i (6)
£l = LI sin (Aqo) TTJ(ae) |+
N, |5 Lphyg r) i o (TN |5
where
LD = ,835 is defined as detection loss.

F.1.4 Receiver Threshold

The threshold of the range clock receiver is the threshold of the
clock loop in the receiver. The threshold treatment of the clock loop
is that for a modulation restrictive loop as given in section C.4. The
signal-to-noise ratio used for threshold computations is that given by
equation F.1.3 (6) above, except that it is computed in the clock loop

noise bandwidth. Thus,

S K S

c _ . 2 2 i
T s, 0T (0%) T % (%) Ry =
o N
S,
where ﬁ&- is the total carrier-to-noise ratio at the input to the
i|B
N

range clock receiver, computed in the bandwidth BN. The value of LD

is 0.835. A worst case value of LK is -12 decibels.
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F.1.5 Range Code Acquisition Time

It is desirable to relate the time for acquiring the ranging code. to
the signal and noise parameters at the input to the range clock receiver,
shown in figure F.1l-1, page F-1. Acquisition time is defined as being
the total time to obtain indications of correlation between the locally
generated code components and the received code for a given probability
or error, given prior acquisition of the range clock signal. Rapid clock
acquisition is assured for the cloeck loop signal-to-noise ratio sufficiently

high.

The code acquisition process has been physically described elsewhere
(ref. 11). The process is known as "maximum likelihood acquisition,"
and has been treated by Easterling (ref. 12). With a slight modification
Easterling's treatment may be applied directly to the range clock re-
ceiver and code correlator. The modification is that here the energy
per bit 1s given by the difference in correlation levels at the output
of the correlator and not by the levels themselves.

From equations F.1.1 (10), page F-5, and F.1.3 (6), page F-12, it
is seen that the signal into the correlator is

K
s (t) = %— LK sin (Acpr) E JO(A;pi) sin w_,t (1)

The reference signal from the clock loop VCO has sine phase. The sig-
nificant correlator output term, the difference term, is then taken as

K
s(¥) =& [T sin (a9) E T (c5) (2)

The desired output signal So(t) is the change of SK(t) when a

code component is acquired. The change is always positive (ref. 11),
there fore, So(t) is always positive. M LK has only values O0.25,

0.50, 0.75, or 1.00 (ref. 11). Acquisition of a component is signaled
by ‘/LK increasing from its initial value, say 0.50, to the next

higher value, say O0.75. Therefore, the effective output signal may be
written as

s () =2 L/d \/_' sin (29 )WJ (59, (3)



where

VI
VI

Therefore,

correlation value after acquisition of a component

value before acquisition of a component

K
s (t) = 1%( sin (Acpr)g 7o (89) (L)

The signal power at the output of the correlator is then
5 K

s =& 5 sin® (Atpr) TTJ 2(A<pi) (5)

© 16x i=1 ©

The magnitude of the assumed flat noise spectral density at the
output of the correlator is

3
0

) (6)

=X
2

C

and is related to the spectral density at the receiver input through
equation F.1.2 (27), page F-10, as

(7)

The ratio of output signal power to noise spectral density is next
obtained as

A2 . 2 = o
NS (%) :U:; To (%) (8)
| % %L |y

(9)




K S

S :
|@Z| - g1z =i (o2.) E Joe(A‘Pi) |@:i| (10)

The total code acquisition time for this system, assuming prior
clock acquisition, may be broken into two parts: +the integration time
required to make a decision within the assigned error probability on a
maximum likelihood basis, and the built-in machine delay time. The
following definitions are made:

Ta = total code acquisition tine
Tm = machine delay time between trial correlations
T. = integration time per trial correlation

W, = the ith code component

i
Pi = period, in elements of the ith component wi
Ni = 1og2 Pi = number of information bits in Wj

1 = subscript designating longest component Wl
T1 = integration time per information bit in Wi

Tm, the machine delay time, is a built-in fixed parameter of the
ranging digital circuitry. Ti is an implicit function of the ratio of
correlation signal power to noise spectral density, probability of
error, and information content Ni of the code component Wi' The

digital ranging system is implemented such that Ti is fixed during
any single range code acquisition. Therefore, Ti must be fixed to
accommodate the code component W of greatest length, which has the

1

highest information content Nl'

then

T =N T (11)
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The integration is performed sequentially on each element of a code
component, and sequentially on the components themselves. Therefore,
the total acquisition time may be written as

T, =T [? P, - %] + TlNlZ P, (12)

Since in usable cases the sum of the component periods is much greater
than unity, the approximation holds that

T =T P, [?lNl + Té] (13)

The integration time per information bit may be solved for, as

- a
L= g5 ~ (14)
1 i

Easterling's (ref. 12) figure is reproduced here as figure F.1.5-1
with the abscissa units relabeled to conform to this notation. For a
given error probability and information content of the longest code

S
component, a value of Tl TEEL- may be read directly from the curve.
o
Given a requirement for Tl, stemming from a requirement for T_, the re-
a

S
quired output value TEQ— may be inferred.
o}
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F.2 PCM Telemetry Subcarrier Demodulator

This section will develop an approximate analysis for the demodu-
lator shown in figure F.2-1.

si(t) i:?g— 1(t) |Square q(t) | Band-|c(t) Loop
O—™|limitey > law = pass filter
n, (t) V.. B device filter
1 L L
Freq.
mult.
X 2
y
s_(t) I
’, r
. P e VOO g
Ko
Low- so(t)
»lpass | 00 5
filter no(t)

Figure F.2-1.- PCM telemetry subcarrier demodulator

The input signal is taken as purely phase modulated, of the form

s,(t) = A cos [:wct + ws(tz] (1)
where the modulation function is biphase
I
0 (t) = e (t) (2)
where
Ct(t) = square waveform having only the values *1

The input noise is taken as a sample function of a narrow-band Gaussian
process, band-limited to the limiter bandwidth, as

ni(t) = x(t) cos wct - y(t) sin w b (3)
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From equation B.3 (4), page B-6, the limiter output 1(t) is taken
as

v
1(t) =L ?% cos [%Ct + w(tﬂ (4)

This treatment will be limited to relatively high signal-to-neise
ratios (SNR) in the limiter. For high limiter SNR,

1(t) =4 \;—E cos &ct + 9 (t) + 1%—)-] (5)

from equation B.2 (10), page B-k.

F.2.1 Output Data Treatment
The limiter signal is demodulated phase coherently by the product
detector having gain constant K'p. It is assumed that the reference signal

sr(t) from the VCO is essentially noiseless when the output data is

usable. This implies that whenever the output data is usable, the sub-
carrier tracking loop is well above threshold. The reference signal is
taken as

sr(t) = - sin wct (1)

The output signal and nolse spectral density may be taken directly
from equations B.4.2 (8) and (10), page B-9, as

so(t) = % VLK' sin ¢S(t) (2)
, 2
VLK
Iénol - A )@ni‘ (3)

Using the identity of equation A.3 (3), page A-7, equation F.3 (2)
may be substituted in (2) to give

so(t) =§ V.K'e, (t) (L)



A quantity which is useful for predicting data quality is the

ratio of output data bit energy-to-noise spectral density TEE“T.
no

This is given as the bit rate R +times the ratio of output power to
noise spectral density.

2 12
s R5 V&
E o T
3 = R = (5)
no no 2 1
gL @ I ’
2.2 ni
A
2
E R A
[Faol "2 PPus] '
no ni
S
E »
3] ‘"‘R@l (7)
l nof l nif
where
54
TFT < ratio of input subcarrier power to input noise spectral
l ni] density

Equation (7) nolds for reasonably high limiter SNR.

F.2.2 Reference Loop Treatment
The square law device squares the limiter signal 1(t) and passes
all zonal energy near the second harmonic of the subcarrier frequency

through the band-pass filter to the phase-locked loop. The output of the

squaring device is

2
v
alt) = 1°(t) = 8 [?L'J {1 + cos }:20301; + 24:(@} (1)



&

The'driving signél for the loop is taken as the double frequency term,

2
v
ce(t) =8 [é%] cos [%wct + 2¢(t§] (2)

For reasonably high limiter SNR, equation (2) is well approximated by

v 2
ce(t) = 8 [ﬁ% cos [%wct + 2¢S(t) + 2 X%f?] (3)

Due to the assumed square telemetry waveform, the signal term of equa-
tion (3) is identically

2 (t) = m ¢ (t) = £ (4)
then

v 2
c(t) = -8 [?éJ cos [%uét + 2 X%%;] (5)

Comparison of equation (5) with equations B.2 (10) and
B.2 (11), both on page B-U4, shows that the phase noise spectral
density for the PCM telemetry reference loop is given by

3 .l
@l=8—|£ (6)
l ? 22

Since c(t) contains no signal modulation, the loop will not have mod-
ulation tracking error, except possibly for Doppler effects. Neglect-
ing Doppler, the loop phase Jitter is obtained from equation (6) and
equation C.2.3 (1), page C-1L, as

o2 =y |E (7)

The loop may be treated for threshold as in section C.2.4, employ-
ing equation (7) above. Equation (7) is valid for reasonably high
limiter SNR.
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F.3 The Residual Carrier Tracking Receiver (Ground)

The ground carrier tracking receiver, shown below in figure F.3-1,
is a closed loop, phase tracking, double-superheterodyne receiver. This
section will determine the equivalence between the receiver and a simple
phase-locked loop as treated in appendix C.

Reference
oscillator Freq. Div
e + 2 and
phase
shift 180°
Ot
K Ideal
Si(t) band- Loop
—_— pass filter
limiter h(T)
!
VL Kw
Freg. VCO
— mult. | -
5o(t) s v (%) K [ ®

Figure F.3-1l.- Carrier tracking receiver

In the figure, the various K's are amplitude transmission constants.
The numbered subscripts refer to the nominal center frequencilies of the
various signals. That 1is, slo(t) represents a signal whose nominal

center frequency is 10 megacycles. The frequency multiplication factor
of the network between the VCO and the first mixer is m. The input
signal is taken as in appendix C.

si(t) = A cos [Dct + tpi(tﬂ (1)
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The VCO output voltage i1s taken as in appendix C, as

v (t) = -A sin [%Vt + mv(ti] (2)

where mv is not equal to W, The first mixer injection signal is a

frequency multiplied version of the VCO signal.

s (t) = -A_ sin E%wvt + m@v(ti} (3)

The first intermediate frequency signal is one term of the product
K5Osi(t)so(t) = _KSOAAO sin [%uwt + meP (#ﬂ cos E%ct + ¢i(€ﬂ (L)
In particular,

K5OAAO
s5o(t) = - ——5——— sin [%50t + @i(t) - m@v(tg} H w5o-— wc - mmv

I>

(5)

The second intermediate frequency signal is one term of the product,

K. K__AA
(t) sin Weot =—;y%522—42 sin wSOt + @i(t) - m@v(tZ] gin wéot

~%10%50
(6)
In.particular,
K, K. AA
_ 1050 "o .
slo(t) = ——f— cos [§1ot + m@v(t) - @i(ti] 3 W A g - w5o

(7)

slo(t) is the limiter input signal. The limiter output signal 1(t)

has an amplitude constant dependent only on limiting level V

Wy,
1(s) = —T} cos EJlOt + me () - cpi(tﬂ (8)
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The multiplier signal m(t) is taken as the low-frequency term, as in
appendix C.

v
n(t) = -2y < sin [mg, () - g (+)] (9)
or
Vg,
m(t) = 2Kc; — sin Epi(t) - mCPV(tz, (10)

Equation (10) is identical in form to equation C.1 (5), page C-2. There-
fore, the VCO output phase function @V(t) may be written directly as

v tope®
QPV(t) = EKJ:'%KVJ / h(T) sin Epi(t -T) - m(Pv(‘t - TZI aTdt

o) o)
(11)
where

h(T)

KV

Multiplying both sides of equation (11) by m, we obtain

v t o r®
mcpv(t) = eKﬁg}g]m?L [ [ h(T) sin Ei(t - T) - mcpv(t - Tﬂ aTat

impulse response function of the loop filter

VCO constant

(12)
Equation (12) is identical in form to equation C.1 (9), page C-3.
Therefore, by analogy, equation (12) describes a simple phase-locked
loop with input vhase function of ¢i(t), output phase function of
mmv(t), and open loop gain (neglecting loop filter constant) of
K = £ K/K v (13)
P L 5

It is seen from equation (15) that the frequency multiplication constant
m has been incorporated into the loop gain. The presence of the limiter
in the loop may be expected to produce limiter effects, treated in
section C.3.1, under conditions of low limiter SNR.
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The conclusion to be drawn from the above is that the ground resid-
ual carrier tracking receiver may be treated for threshold as a normal
phase-locked loop by the methods of section C.k.

F.4 The Residual Carrier Tracking Receiver (Spacecraft)

The spacecraft carrier tracking receiver, shown below in figure F.k4k-1,
is a closed-loop, phase-tracking, double-superheterodyne receiver. This
section will determine the equivalence between the recelver and a simple
phase-locked loop as treated in appendix C.

Kh7 K9 Tdeal Ké
s, (t) s, (t) s ()] panda- [1(t) m(t)| Loop [v.(t) v _(t)
i L7 9 : a‘“’lveof Vv
o———>®—————->®———> pass — filter >
‘ . 1imiter - n(T) &
vy,
5,(t)
Phase Freq.
s (t) s (t) ———{shifter |[«—]divider [+
m, M, 90° BN
Freq. Freq.
—{mult. | ). mult. e - . oo
xml xm2

Figure F.4-1.- Carrier tracking receiver

In the figure, the various K's are amplitude transmission constants.
The numbered subscripts refer to the nominal center frequencies of the
various signals. That is, sh7(t) represents a signal whose nominal

center frequency is 47 megacycles. ml and m2 are frequency multipli-

cation factors for the networks between the VCO and the mixers.

The input signal is taken as in appendix C.

si(t) = A cos E;t + @i(til (1)
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The VCO output signal is taken as

v (t) = A; cos l: t + cpv(’c:] (2)

The VCO signal is frequency multiplied by a factor m,, to obtain

the second mixer injection signal S, (t).
2

smg(t) = A, cos Exgmvt + mg“’v(tﬂ (3)

The second injection signal is frequency multiplied by a factor m1 to

obtain the first mixer injection signal s_ (t).

Sml(t) = A, cos E%imgmvt + mlqu%(t§} (4)

The first intermediate frequency signal Sh7(t) is one term of the
product

Kwsml(t)s () = K, Ak, cos [t ey (tﬂ cos E]l ayb + mom, cpv(t:}

T

(5)

In particular

Sh7(t) = —5—= cos [§u7t + q&(t) - m1m2¢v(ti] s wu f§<n - momny

(6)

The second intermediate frequency sigral sg(t) is one term of the
product

K KL A
K9sm2(t)su7(t) = _EL_ZfAl 2 cos ot + mi(t) - m1m2qv(ti],

cos [: Wt +m q%(t:]

(7)



In particular,

K _K,

s5(t) = ﬁﬁ_ﬂ_ Egt F gy (6) - my(1 + ml)@v(tﬂ ;
o Bw - mw lz w -m (1+m (8)
g = Wyp = Mty | =, - my( 1)%

sg(t) is the limiter input signal. The limiter output signal 1(t) has
an amplitude constant dependent only on limiting level VL
WL
= - +
1(t) — cos E9t+q>i(t) m2(1 m1>cpv(ti} (9)

The other input to the phase detector is So(t) which is the VCO
signal, frequency divided by 2, and phase shifted by 90°.

@, (t)
so(t) = —Ao sin {§9t + V2 :} H w9 ‘2¥

As in appendix C, the multiplier signal m(t) is taken as the low-
frequency term of the product of 1(t) and s (t).

l + m
m(t) —~; K V A 31r1<} (t) - [: j}@%(t{} (11)

Equation (11) is identical in form to equation C.1 ()), page C-2. There-
fore, the VCO output phase function q&(t) may be written directly as

CPV(t) K'V onvf f h(T) sin @, (t - T

i

(10)

2m2(1 +2m1) i f} @V(t - T arat (12)
where
h(T) = impulse response function of the loop filter
KV = VCO constant.
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We next obtain-

2m(l+m>+l 21n(1+m)+1 t
2 1 _ 2 2 1/
2 o () = T Klphly [: 2

(@] (@]

Zom (1 + m + 1
h(T) sin cPi(t -T) - 2( 5 l) :pv(t - T)) dTdt

(1%)

Equation (13) is identical in form to equation C.1 (9), page C-3.
Therefore, by analogy, equation (13) describes a simple phase-locked
loop with input phase function of ¢i(t), output phase function of
2m2(1 + ml> +
2
constant) of

1
i] mv(t), and open loop gain (neglecting loop filter

_2 n
K== KQPVLAOKV 5 (1)

It is seen from equation (14) that the frequency multiplication

constants my and m, have been incorporated in the loop gain. Aleso,

the presence of the limiter in the loop may be expected to produce
limiter effects, treated in section C.3.1, under conditions of low
limiter SNR.

It is interesting to note a difference between the ground carrier
tracking receiver, treated in section F.3, and the spacecraft receiver.
In the ground recelver, the input and output phase functions of the
equivalent loop were the signal input phase function ¢i(t) and the

first mixer injection signal phase function m@v(t). For conditions of

lock, the first mixer injection signal tracked the input signal phase
exactly, assuming no static phase error in the equivalent loop. For
the spacecraft receiver, the input and output phase functions of the
equivalent loop are the signal input phase ¢i(t), and the function
2n12(1 + m1>+ 1
5 - mv(t). This equivalent output phase function does not
actually exist anywhere in the spacecraft recelver, as may be seen by

examination of equations (1), (3), (%) and (10). However, for the case
where the equivalent loop is locked with no loop error, that is, where
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B (t) =Em'2(1' _+gm1___> ¥ _1] @, (t) (15)

it may be easily seen by substitution of equation (15) into equations
(3), (%), (6), (9), and (10), that the internal phase-locked loop in
the spacecraft recelver tracks exactly, as does the second mixer injec-
tion signal. The first mixer injection signal tracks the input signal
phase somewhat in error.

The conclusion to be drawn from the above is that the spacecraft
residval carrier tracking receiver may be treated for threshold as a
normal phase-locked loop by the methods of section C.L.

F.5 The Spacecraft Turnaround Ranging Channel

The physical description and operation of the spacecraft channel
which is used for "turnaround ranging" has been treated previously
(ref. 13). This section will develop an approximate treatment for the
channel. A rigorous treatment would be so complex as to be practically
unusable,

The turnaround ranging channel, shown in figure F.5-1, comprises
an ideal bandpass limiter, a coherent product detector, and a phase
modulator. The up-link range code is demodulated, along with any sub-
carriers and noise in the bandpass of the limiter, and is remodulated
along with subcarriers and noise onto the down-link.

14

K

S5 (t) Ideal 1 (t) ¥ m (t) Phase o (t)
s bandpass s 4(5{)} 5 dulator |—— s

limiter modu..ator

s L’ "¢’ L
3 s s
Reference Down-1ink
signal ¢ subcarriers

Figure F.5-1.- Spacecraft turnaround channel

The output signal of this channel, ER (t), differs from that
s

assumed in the treatment of detection in appendices D and F due to

several effects of the channel. The theory of appendices D and F must
be slightly modified to account for these effects. The effects are an
additional noise spectrum on the down-link due to turned-around noise,
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a suppression of the desired down-link signal due to remodulated noise,
a suppression of the desired signal due to the spacecraft limiter, and
a suppression of the desired down-link channels due to turned-around

subcarriers.

The input signal to the limiter, s, (t), is taken in normal form
s
as a sinusoid, phase modulated by the sum of range code plus an arbi-
trary number, 1L, of subcarriers.

sis(t) = A_ cos Enct + CPS(tEl (1)
where
L
o (t) = spe (t) + JEl &5, sin Ejt + cpj(t):l (2)

The subscript j denotes up-link subcarriers explicitly.
The input noise is assumed to be a sample function of a Gaussian

noise process, white, and band-limited to BL , the physical bandwidth
of the limiter. s

ﬂis(t) = Xs(t) cos wct - ys(t) sin wct (3)

The subscript s denotes a spacecraft quantity.

From equation D.2 (10), page D-11, the multiplier signal driving
the phase modulator is approximated as

, v, (t)
ms(t) 35% K#VLSQLS sin @S(t) + V/%— z (4)

S

where

o = limiter signal suppression constant
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From equation D.2 (5), page D-10, a  is approximated as
s

1
OLL2= = (5)
S )-I- iS
s BL
s
where
N,
Ts
3 = gpacecraft limiter input noise-to-signal ratio
i
s|B

The phase modulator sums the ranging channel (signal) with the
normal down-link subcarriers. A modulation gain Gr is applied to

the ranging channel. The normal subcarriers have phase deviations A@i.

Then the output signal 8, (t) is gilven as
S

K
sos(t) = AOS cos (W t + 131 Ap; sin [%it + ¢i(#j] + Grms(t) (6)

For simplification, we may define a phase index AP  for the turnaround
channel as o

A 2K¢VL Qr
Ap 2 ——E- (7)
m T
then the phase modulator output is
K
s, (t) = Ay cos (wt+ T Ap. sin [%it + wi(tE]
s s i=1

. /h
+ Aﬁ%@LS sin @s(t) + P

v (t)
: ] -
S
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The input signal received at the ground is taken as

K
sig(t) = A cos (Wt + 121 2%, sin Enit + cpi(tﬂ

N Ys(t)
+ A@ﬁmL sin ms(t) T & (9)
s

s

where Ag differs from A = according to the signal gains and attenua-
s
tions between spacecraft and ground.

F.5.1 Equivalent Noise
Observation of equation (9) shows that the signal received at the
ground contains phase noise of the form

Lo o vy (t)
L[. m L S
o (t) = \/— ——I:—~h (1)

The effects of this noise are two-fold. First, the noise appears at
the ground as noise and lowers the effective ground input signal-to-
noise ratio. Secondly, the phase noise removes power from the carrier
and effectively suppresses the remaining modulation. The suppression
effect has been treated by Middleton (ref. 1L).

The assumption is made that the r.m.s. phase deviation of the
signal due to the phase noise is small enough so that the resulting
phase noise spectrum is not spread or broadened beyond that of the
original spacecraft noise. Then an equivalent external "incremental"
noise function NA(t) may be postulated, which, when summed with an

assumed "noiseless" received signal, gives the same phase noise as that
of the actual received signal. That is, an equality is defined as

2
A 2 : X
= Ap. sin jw.t + €. (t
s, (t) Age cos mct +£§% A [:1 1( H
g
+ A¢haLs sin ¢S(t) + NA(t) (2)
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where

NA(t) = xA(t) cos mct - yA(t) sin mct (3)
and
A 2 o 2
02 = E ._ji__EEL_ y.g(t) ()
¢; T A 2 s
s
2
-O(P

e ® is the power suppression factor of Middleton (ref. 1lL4) due to
phase modulation by Gaussian noise having an r.m.s. value of Op
s

Assuming that the modulation bandwidth encompasses all the noise
passed through the spacecraft limiter, equation (4) may be rewritten as

» : 5 (5)
cps s ilB i i
T 1+ —
s N
B,

The incremental noise function may be related to the phase noise
function as

’ AN y.(t)
YA\t) \/Z’ m™L Js
VR TR (6)

From equation (6) the noise spectral density of the incremental noise
function may be inferred as

(7)

F-33



Dividing equation (7) by the value of the actual ground system noise
spectral density gives

@n AG Qni
Al 4 2 2 s
n, s A
1 S ni
& g
then — -
S,
2
Ny
lén gL~BL
Al ok 2 2 s
@ =T T S. (9)
n, s i
i S
g ﬁ;‘
QJBL
s
and
s, |
2 | g
Aﬂ% Ni
)
n, BLS
% = = (10)
0y 7 1g
g 1+ K —'—Ni
5 BL
s
Si
It should be noted that the quantity ﬁfg represents a computation
i
g8,

s

of the signal-to-noise ratio due to the actual ground system noise
spectral density, taken in a bandwidth equal to the spacecraft limiter.
If the normal thermal input noises to the spacecraft limiter and ground
receiver are assumed to be uncorrelated, a total equivalent noise spec~
tral density in the ground receiver may be postulated as

(11)




(12)

Equation (12) is an approximation usable within a bandwidth narrower
than the spacecraft limiter bandwidth and centered on the ground received
carrier frequency.

F.5.2 Equivalent Signal

From equation F.5.1 (2), page F-32, the signal phase function of the
turned-around channel as received at the ground is given as

P (t) = AM%@LS sin @_(t) (1)

T

Employing the identities of appendix A, this signal is seen to be

1
CPST(t) = 0P op ct(t) sin (Acpr) cos .Z Acpj sin Ejt + cpJ.(tZI
s J=1
> (2)
; i w,t + @, (t 2
+ cos (Acpr) sin J'El Aqu sin [J QPJ( tl
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The turned-around signal will be approximated by only the primary code
term and the first order subcarrier terms. Then

L
o in 11
<pST(t) AfpmocLs s (Acp) i J (Acp )c (t)
L
+ ,]El 2 cos (Acpr>J (ACP )TT ] sin [t + o, (‘b] (3)

The equivalent noiseless signal received on the ground is expressed
finally as

-0 2
(Ps
s (t) =Ae 2 cos wt + AP eff e (t) + 2 ACPeff sin jw.t + @_(t)
g g 3=1 J J
K
+ T Ap, sin Fu.t + CP.(tZ] (4)
421 i i
where
L
Acpreff = A@m@L sin (A@r) [ Jo(“{jﬁ (5)
s j=1
and
650 e =2Acpmc1,LS cos (89, T (5%,) | | L Acph] (6)

As in section A.3, the residual carrier term may be written as

-0
CPS

L K
s, (t) = Age 2 cos (A(preff)g E}(A@J,effﬂ E JO(ACPi):I cos w_t

(7)
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APPENDIX G
PHASE MODULATED SIGNAL DESIGN

This section treats the design and optimization of narrow deviation
phase modulated sinusoidal carriers. The modulation functions are taken
to be baseband functions and/or subcarriers. Only the determination of
the various modulation indices is treated, since selection of subcarrier
frequencies is a separable problem and is a function of the spectral ex-
tent of the modulated subcarriers themselves.

The signal to be treated is taken from equation A.3 (1), page A-6
s(t) = A cos (w t + Ap ¢ () + 5 A, sin l:t+cp(t)]}
i=1

where
A = carrier amplitude
w = carrier radian frequency

ct(t) = ranging code, having only values *1

Aﬁ} = peak phase deviation of carrier by ranging code
A¢i = peak phase deviation of carrier by the ith subcarrier
w, = radian frequency of the ith subcarrier

1

@i(t) = effective phase modulation on the ith subcarrier

It is assumed that the restriction to small phase deviations in-
sures that most of the signal power will be concentrated in the zero
and first order signal products.

It is assumed that signal detection is performed using phase
coherent product detectors, treated in appendix D, or a specialized
ranging receiver, treated in section F.1.

There are two basic signal design criteria, subject to certain
boundary conditions on the residual carrier and the amount of allowable
intermodulation.



The first criterion is a set of minimum design goals for the infor-
mation channels. These design goals are generally specified by a minimum
channel signal-to-noise ratio and the bandwidth in which it is taken.

The signal must be designed so that as carrier power is decreased in
the presence of additive white Gaussian channel noise, the minimum de-
sign goals are met simultaneously.

The second criterion is that when the channel design goals are
simultaneously achieved, the channel signal-to-noise ratios must be max-
imized within the capabilities of availlable carrier power.

A boundary condition is that satisfaction of the basic design cri-
teria should not reduce the signal-to~noise ratio in the residual car-
rier chamnel below its minimum design goal.

A second boundary condition is that the amount of unusable power
or intermodulation products resulting from the satisfaction of the two
design criteria should not be overly large.

G.1 Solution for Modulation Indices

For a coherent product detector, the output signal-to-noise ratio

for the jth modulated subcarrier, taken in a bandwidth B  , is obtained
J

from equation D.1.4.1 (6), page D-7, as

o.
N_l = 2 cos® (AcPr) J Acp l | [ ACP:] (1)
0.
J Bo.
J
where
S,
ﬁl = ratio of total signal power to input noise power in a
ilB bandwidth B
oj oj

For either a coherent product detector or for the range clock re-
ceiver of section F.1, the output signal-to-noise ratio for the range
code, taken in a bandwidth B, » 1s taken from equation F.1.3 (6),

m
page F-12, in the form
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[

K
. 2 I l 2
__i . = LDLK sin (Atpr) L JO (ACPi) E BO (2)
o T

For a product detector

Ly =Tg =1 (3)
In terms of the notation used in section F.1l.3,
S S
°. cq
¥ =% 3 By =3By (4)
o] c T
T 1

Equations (1) and (2) may be rearranged as

K
S
2 2 2 i
oo (o) 2% 1T )] o tom
43 i J
1 = Sol J (5)
_d
N,
3 Bs .
J
K - g
.2 2 i
Lply sin <A§}>-1;I 7o Qﬁmlé] )Qn. 2B,
1 = — e S S— = ES (6)
°r
N
|3,
T

Equations (5) and (6) may be combined as



14J

S.
Lylg sin (Aq)r) (ACP:L):, ‘@n leB
- B iy r
S
o
T
N,
iy Bo
T
(7)
Equation (7) may be simplified to
1 J:Le(A‘P') Ty o
—rs T X5 J/ o 5 X tan (Aq) ) (8)
ii Io (AQPj} °r i
BO. NO 2Bo ﬁo—
I B, | "B,

In general, for range code plus K subcarriers, there are K equations
of the form of equation (8). These may be written in summed form as

K N
2
Z f . JlQ(A‘Pi) _ L]S)LK % tan® (Acpr) \ (9)
— | o (%) | %
= i Or No
r BO
~ r




The bandwidths are treated as system constants, and the signal-to-noise
ratios as independent variables. A@i and A@r are dependent variables.

When the bandwidths and signal-to-noise ratios are assigned as minimum
design goals, repeated simultaneous solution of the K sets of equations
yilelds sets of solutions (Aq%, Aq&) satisfying the first design criterion.

The solutions are not unique as there are an infinite number of solutions.

For a signal having K subcarriers only, with range code deleted,
the equations analagous to equations (9) are

K-1 )
- P)
Z )f ~ 1 ! (59447 )
= S 2
1o B 8 i1 To (*9141)
05 Oi+1 1\Io
t i+1|B_
i+l
~ S
(10)

For the special case of a subcarrier which is phase-shift keyed
+90°, it is easily seen that

E

B — =R 3]

| (11)
i| o,

where

d
Il

keying bit rate

=
1]

energy per bit

|§\= value of channel noise spectral density



For the special case of a quadraphase subcarrier which is phase-
shift keyed by two telemetry channels, it may be determined that

Soi EX B
—_ = 12
BO. N _‘RXT@_VFRyTgf (12)
il oilp
B,
i
where
RX and Ry = telemetry bit rates
E, and Ey = telemetry energies per bit
8] = value of channel noise spectral density

For the special case of the turnaround ranging channel, a relation be-
tween the effective turned-around phase indices of the range code and
up subcarriers on the down carrier may be obtained by dividing equa-
tions F.5.2 (6) by F.5.2 (5), page F-36. Then

2Ap o cos (A@r) (mp >—r_r J €m$h>
spere  F 4 (23)
AP eff L

A(Pmor,LS sin (Acpr> E I (Acpj)

A@zeff AV
Ap eff 2 cot ( ) gg ) (1k)
" To(*%3)
where
. th R .

Aﬂh = deviation of the J subcarrier on the up carrier

Awr = deviation of the range code on the up carrier
G-6
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Substitution of equation (14) in equation (8) gives

Sor so. Awreff 2
Bor i = Boj N X2 59 TE (15)
r B J BO
(@]
r

where, for the turnaround channel, correlation loss LK and detection

loss LD are taken as identically unity.

G.2 Maximization of Subcarrier Channel Signal-to-noise Ratios

Inspection of equation G.1 (1), page G-2, shows that the signal-

h . . .
to-noise ratio 1n the jt subcarrier channel 1s proportional to a fuuc-
tion of modulation indices given by

K
FJ. (Acpr, Atpi> = cos® (ACPr) J12 (Acpj> E Jo2 (Atpi):l (1)
173

For a signal composed of K subcarriers and ranging code, maximization
of all the subcarrier channel signal-to-nolse ratios is obtained by
maximizing equation (1) for any arbitrary J, using sets of (A@}, A@i)

which are solutions of equation G.1 (9), page G-4. Since simultaneous
satisfaction of equation G.1 (9) sets all the subcarrier channel signal-
to-noise ratios proportional to each other by constants, maximization
of one subcarrier channel maximizes all subcarrier channels.

G.3 Boundary Condition on Residual Carrier

The signal-to-noise ratio for the residuval carrier channel in its
bandwidth Bc may be determined from equation A.3 (7), page A-8, to be

S 5 K 5 S.
N—c = cos (Acpr)TiI 3, (Acpiﬂ N—l (1)

c|B i|B
c c
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Rearranging equation (1) and equating to equation G.1 (5), page G-3, we
have

K
S
2 o i
cos (Amr)—E;E.Jo Gﬁ?i) TE;;Tégg
S
—c
(]
K S,
o cosg(ACPr> Jlg(ACP ) E JO2 (ACP ) - 12Bo
_ SR R N
B SO.
7
Oj BO
J
(2)
or
2
1 ) 1 ! (AQPJ (3)
o |- gl 3 ()
¢ Nc BC Bo, NO
! j BO.
3

The boundary condition is obtained by stipulating that when the signal-

to-noise ratio in the jth subcarrier channel falls to its design goal
the signal-to-noise ratio in the residual carrier channel should be
equal to or greater than its design goal. Then,

2
1 Iy (ACPJ> 1
_ x < (L)
So J 2 AP Sc
B _J 0 ( J) QBC ﬁ-
o. NO c Bc

! JJBO
J
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G.4 Signal Efficiency

From equations A.3 (6) and (7), page A-8, it may be determined
that the powers residing in the residual carrier component, prime code
component, and first order subcarrier components of the modulated signal
are given, respectively, by

¥
P carrier = cosg(éwr)_I;I‘JOQ(A@i) %? (1)
K 2
P code = {sin° (&%) gJ02<A@i) 52—— (2)
K K 5
. 2 2 2 A
P subcarriers = (2 cos (Aq)r) Z Jq (ACPJ)Q Iy <A<Pi> s (3)
j=1 i#3

The total usable power, or effective power, is given as the sum of the
three component powers as

K Xy 3.8(n0.) | 2
T Jog(mpi) 1+ 2 cosQ(Aipr) E ;L(—cp}l A (4)
1=1

z
i=1 o (&) i

The percent, or decimal, effective power, referred to the total carrier
power is

X ACP.
, = _F“E J02(A¢&) 1+ 2 cos® Aw E = (5)
1:

The difference between effective power and total power is unusable
power composed of other modulation products. % Peff may be used as a

boundary condition on channel maximization.



APPENDIX H
SUPPLEMENTARY THEORY

H.1 The Equivalent Noise Bandwidth of Linear Networks

Figure H.1-1 shows a diagram of a two-port linear network which is

described by an input-output voltage transfer function G(s) in the
complex variable s.

o1 6(s) | o,

Figure H.1l-1.- Tinear network model

The transfer function is defined as

v (s)

G(s) = T.(5) (1)

where

Il

Vo(s) unilateral Taplace transform of the output

voltage function vi(t)

V.(s) = unilateral Taplace transform of the input
1 voltage function vo(t)

Since the network is linear, the principle of superposition applies and
the treatment of the network for noise inputs may be made independently
of considerations about the presence of signal.

The input to the network is taken as ni(t), a sample function of
a Gaussian process. ni(t) is a function with finite non-zero power.
That is,
o < nig(t) <w (2)

where the bar denotes "average." It is assumed that the input noise



has some noise spectral density, @n (jw), which is a real, even function
of the imaginary variable jw. i

Papoulis (ref. 15) has shown that for finite power inputs to linear
systems, the output spectral density may be written as

5, (39) =8, (30 Jo(0)] ® (3)
where
6| = 222, ka)et-0)] = G30)6(-g0) (1)

The total noise power out of the linear network is obtained by integrat-
ing the output spectral density with respect to frequency.

3 % 2
1 1 . . .
= —— 3 w)d sw = —— o w lG w | asw
o = 2n nO(J Jagw =53 / ni(J Velw)] a4
_jco _joo

(5)

For the case where the input spectral density is constant or flat
with value @n , in the regions of G(jw) of interest, the integral

i
may be rewritten as

]
n,
1

1
N, = 213

jeo
f lG(jw)|2 djw (6)

-.JOG

Note that the use of transfer functions which exist for positive
and negative frequencies implies the use of input spectral densities
which are also "two-sided." This is no cause for alarm and is merely
& consequence of the use of Fourier transforms. The Fourier transform
of a real-time function is always two-sided. If, in the physical world
where only positive frequencies have meaning, a "real" one-sided spec-
tral density N 1is given as

N = KT (7)
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K = Boltzmann's constant
T = temperature

then the equivalent "two-sided" spectral density is simply

e | =2 =5 (8)

|

It is possible to define an equivalent "square" transfer function
having constant amplitude Gr’ some reference amplitude of the original

transfer function, and a transmission bandwidth (two-sided) of jehuy.

This equivalent transfer function is defined such that the power trans-
mitted through it from a white, Gaussian input density is exactly equal
to the power transmitted through the original transfer function. The
equivalence is made by equating output noise powers

N

Je [} -
5 f lG(jw)l agw = 5= ¢ la_ | jone (9)

.
o 21 ng

2rnj r .
=Joo +

The treatment will now be confined to transfer functions which are
ratios of polynominals in s, of the form

a(s) ='z :g (11)

where the degree of Q(s) is at least one greater than P(s) and all
the coefficients of s are real.

The left-hand quantity of equation (lO) is called the "imaginary
two-sided equivalent noise radian bandwidth." The real one-sided
equivalent noise bandwidth in cycles is related as




B

_ %%
N ox

(12)
. BN is the physical square bandwidth through which equal power will be

tfansmitted as that transmitted through the related transfer function.
For transfer functions of the type specified, contour integration and
the theory of residues may be used to solve equation (10).

i

Jw

Figure H.1-2.- Contour of integration

Along the contour Ehown in the above figure, the equality holds.

~~

_. f IR
g%lmfimf G(s)a(-s)ds = lélmf‘m le [G(jwm—jw)ajw

CisC -3| 8|

+|%{!i§mfG(s)G(-s)ds (13)

Co

For large lR[ the trinsfer functions treated are of the order of l/s

n
and the integrand G(s)G(-s) is of the order 1/s”. TFor these transfer
functions and large |R| the integral along path 02 approaches zero.

H-l




then, by the theory of residues

50 Residues of G(s)G(-s)
G(j0)a(~jw)djw = 2xj z (1)
in the left-half plane

..jCﬂ

and
o Regidues of G(s)G(-s) |
20 == E (15)
Gr in the left-half plane
or
1 Residues of G(s)G(-s)
By =—> E (16)
EG? in the left-half plane

H.2 Equivalent Noise Temperature of Linear Systems

H.2.1 Single Networks

Every linear network, active or passive, contributes noise to a
signal passing through it. For purposes of prediction, it is important
that the noise properties of the networks dealt with be known.

Tt is well known that a resistance having a physical temperature T

R
produces a white Gaussian one-sided noise spectral density (available
power).

5 - joules
'R(f) K'TR cycle per second (1)

where

K = Boltzmann's constant

Tt is possible to attribute noise produced by a linear network to an
imaginary resistanee at the network input, matched to the input, and to
consider the network itself noiseless. The temperature of this imaginary
resistance which would be required to produce the network noise if the
network were noiseless is called the network's "equivalent ncise




temperature." Since the network is assumed linear, the presence of a
signal or other uncorrelated noise does not influence the network self-
generated noise or its equivalent noise temperature.

S. + N, G S + N
i i o o
) o S
N
CED T"‘ (noisy) [
o, -
(a)
S5, + N G S + N
i i o

[

N

(+) -
(noiseless) {
® i I %

(p)

Py}

Figure H.2.1-1.- Equivalent noise temperature of a noisy linear network

Figure H.2.1-1 shows the resolution of a linear noisy network N
having power gain G 1into a noiseless network fed by a resistor having

equivalent noise temperature TN. The summing junctions are a concep-

tual aid, indicating the summing of temperatures. They are not physical
circuit summing points.
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In figure H.2.1-1 (a),

S = GS.
o i
. (2)
N =Ny + Gy = Ny + GKT, (per cycle of equivalent
© i noise bandwidth)
where
NN = noise contributed by the noisy networks

In figure H.2.1-1 (b),

\
S = GS,
(@] 1
= + GN. - + GKT.
N =Ny ; - GKTy KT, N (3)
NO = GK (’I‘N + Ti>
-

It is seen that in terms of equivalent noise temperature and on a per
cycle equivalent noise basis, the ratio of input to output signal-to-
noise ratios (noise figure) is given as:

S. S,
_1 1
N KT, T
i 1 N N
= - = + —
S GS. 1+ 7 (%)
) 1 1
NO GK(TN + Ti)

This ratio is a figure of merit, which, when equal to one, indicates a
noiseless system.

H.2.2 Cascaded Networks

There are generally two situations where it is desirable to obtain
an equivalent noise temperature for two or more networks in cascade.
The first case is for two nolisy networks each having power gains greater
than unity. It is desirable to have an equivalent temperature referenced
to the input of the first network. The second case is for a noisy
network with power gain greater than unity, fed by a passive network
with power gain less than unity, fed by some "input' noise temperature.
It is desirable to obtain an equivalent noise temperature referenced
to the input of the network with gain greater than unity.

H-T



Consider two arbitrary networks in cascade, having power gains Gl
and G2 and equivalent noise temperatures, referred to the individual
network inputs of Tl and T2 , respectively.

e e

1 (¥>7 2
Tle | Ife é Ry,
© r

Figure H.2.2-1.- Cascaded linear noisy networks

The available output noise power is

N, = G_KT, + GG, KT, (1)
e e
Tge
N, = K& Gy |g— + Ty (2)
1 e
N, =K EgTze * GngTl;] (3)

Equation (2) shows that the equivalent noise temperature referred to
the input of the cascaded networks is

T2

T =7 4+ == (4)
ni le Gl

Equation (3) shows that the equivalent temperature referred to the output
of the cascaded networks is

T =G, [TQ + GlTl] (5)
e e

e}




It can be shown (ref. 16) that the equivalent input noise temperature
of a linear, bilateral, passive network, having power gain Gp, whose

physical temperature is Tp’ is given as

- |1
IIlpe ) EP ] Tp (6)

Case 1: For the special case of two nolsy networks with power
gains greater than unity, equation (4) shows that the equivalent noise
input temperature is

T, =T == (7)

For G1 sufficiently high, T denotes the expression.

1
Case 2: For the special case of a noisy hi-gain network, fed by

a lossy passive network, fed by some input temperature Ti’ figure H.2.2-2
applies.

= -
T 3 + G T, + [1 GI]TP (8)

If the lossy network is defined by its attenuation or loss factor L
where

1
l<L=gF=<° (9)
GL

then

Ti 1
Te = TEe + T+ [: - %}Tp (10)
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T M\ -2
T
) T . ——on,
(1OSSY)7“_ (noisy)
T, T
i 2e
(a)
GL GN
(1ossy) (noiseless) o
Te

(v)

Figure H.2.2-2.- Cascaded passive and noisy networks

H.3 The Band-pass Amplitude Limiter

This section sets down, in the notation used elsewhere in this
paper, certain pertinent results of the classic analysis of Davenport
(ref. 4). The analysis was performed for an ideal "srap-action" limiter
followed by an ideal band-pass filter. The driving signal was taken as
a constant amplitude sinusoid embedded in narrow-band Gaussian noise.
Narrow-banding of the input noise is taken to imply band-pass filtering
at the input to the limiter. The model is shown in figure H.3-1.

The output spectrum of the limiter itself contains spectral contributions
centered not only at the fundamental input center frequency, but also at
harmonics of the input center frequency. The action of the output band-
pass filter is to allow transmission of only the energy centered on the



i Band- Tdeal Band- o]
O—| vpass > 13 ?i T > pass ———O0
N, filter imite filter N,

Figure H.3%-1.- Band-pass limiter model

fimdamental input frequency. For an output filter sufficiently wide to
pass all the zonal energy centered on the fundamental frequency, Daven-
port's analysis shows that the output signal and output noise are re-
lated to the input signal-to-noise ratio (SNR) by rather complicated
expressions involving the confluent hypergeometric function (ref. 17).
The important results are reproduced below. Figure H.3-2 is a graph of
output noise power and output signal power versus input SNR.

Observation of figure H.3-2 shows that the total output power of
the band-pass filter is constant and is given by

v, |
P =8 +N_=8—= (1)
o @] O T

VL = voltage limiting level

where

At low input SNR it is evident from figure H.3-2 that the output
signal power is suppressed from the value at high input SNR. This sup-
pression may be expressed through use of a signal voltage suppression

factor o such that

S =q 2P (2)

Martin (ref. 7) has approximated a by

% =-———€?—ﬁf— (3)
i
1+?E|:S—]
i
N,

where gl is the input noise-to-signal ratio. The actual and approx-
i
imate aLg are plotted in figure H.3-3.
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Figure H.3-2.- Limiter signal and noise suppression versus input SNR
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Figure H.3-3.- Exact and approximate signal suppression

Davenport's analysis was for the case of an unmodulated sinusoidal
signal. For the purpose of simplifying the analysis in this paper, the
assumption will be made that the results cited above apply equally to
angle modulated sinusoidal signals.

H.4 The Range Equation

This section will derive the signal-to-noise ratio, computed in an
arbitrary bandwidth B at some reference point of a radio receiver, due
to transmission of radio energy from a transmitter which is physically
separated from the receiver by a distance R.

Figure H.4-1 shows the model of the communications link to be used

in the derivation. A transmitter with output power PT feeds an an-

tenna with power gain GT through a lossy network having power gain

GLT' GLIII is a number less then unity. The energy from the transmitting
antenna propagates across the distance R to the receiving antenna

which has a power gain GR' Only a portion of the transmitted energy



=,

G G.
T R .
G G G i|B
- —
PT
T
— & — s

Figure H.4-1.- Communication link model

is intercepted by the receiving antenna. This loss of power is attrib-
uted to a propagation power gain GLp less than unity. The power

intercepted by the antenna is passed through a lossy network, having
power gain GLR’ to the reference point of the receiver. Noise in the
link is attributed to an external system noise temperature TS summed
with the signal at the reference point.

The reference point for determining the signal-to-noise ratio is
generally the input of a stage which has sufficient power gain so that
addition of noise by subsequent stages is negligible.

Figure H.L4-2.- Antenna geometry

Figure H.L-2 details the geometry of the antenna system. The trans-
mitting antenna gain is due to a bunching of the transmitted energy into
a beam. This beam effect then raises the area power density of the re-
ceiving antenna. The effect is the same as if a higher effective power

Peff had been radiated by the transmitter.

P =G. G (1)

eff IT TPT



The receiving antenna has an effective radio frequency area Aeff

which is the area of the passing radio wave from which the antenna ex-
tracts all energy.

The area power density at the receiving antenna is given by simple
geometry as :

Crp Fere
n = 5 (2)
LyR
where
GLp = effect of propagation loss

The amount of power extracted by the receiving antenna is

P o=TA - ?Lp Peff Aeff (%)
R eff 2
LxR
GrpCrploPy Aerr
Pp = - P
LR

The effective area of an antenna for receiving has been related to
the power gain for transmitting by Friis (ref. 18) and others as

A = LI-TL' (5)

where
A = wave length of the radio energy

then
, 2
Pr = G trrtrly [MR] Py (6)

The power reaching the receiver reference point is

2
A
S; = CrplraCrrter [ﬂnl';l Frp (7)



The loss of power due to geometry may be attributed to a "space
loss” having power gain GLs'

S =}:l+:\r1‘;r =E7rch:]2 (8)

where

Q
I

velocity of light

]
]

radio energy frequency

then

S; = O b1l rRCrORE T (9)

The effect of K different power gains may be expressed compactly as

S, = PT W G (10)

G, =2 (11)

g, =p izL _ (12)

The noilse behavior of the receiver may be attributed to an input two-

sided noise spectral density én (f) where
i

¢

I{TI‘S
2, (£) == (13)

. rl-
i

1




over some frequency range of interest where K is Boltzman's constant
and TS is the equivalent system noise temperature. The noise in an

arbitrary bandwidth B 1is given as

N:.LJB= %

o | 2B (1)

i

or
l\TiJB = KT_B (15)

The signal-to-noise ratio at the reference point is now written

K
P [ Te, 56 66 cg 2
_ T ia Y TR nTRTR [ G (16)
KT B~ L KT _B [4nfR
s —|—|— s
L.
j=1 Y

H.5 Antenna Polarization Loss

The polarization of a radio wave is defired according to the space
orientation of its electric vector. For an Earth bound receiving sta-
tion, a radio wave whose electric vector is perpendicular to the Earth's
surface is sald to be vertically polarized; a wave whose electric vector
is parallel to the Earth's surface is horizontally polarized. Both are
special cases of linear polarization, wherein the electric vector always
lies in one unique plane which is perpendicular to the plane of the wave.
A more general type of polarization is elliptic polarization where the
electric vector rotates in the plane of the wave and varies in amplitude
as a function of rotation angle. Figure H.5-1 applies.

Figure H.5-1 shows a plane wave propagating out of the page, whose
plane lies in the page. The sense of rotation of the electric vector
with respect to the direction of propagation is clockwise. This is de-
fined as "right-hand" polarization. The locus of electric vector
amplitude is an ellipse, hence the name elliptic polarization. The
ratio of minor axis length to major axis length for the ellipse is
called the "axial ratio" or "ellipticity ratio". It is seen that lin-
ear polarization is a special case of elliptical polarization where the
axial ratio is zero. The special case for axial ratio of one is called
circular polarization.



Plane of wave
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Figure H.5-1.- Elliptic polarization

Tt can be shown (refs. 19 and 20) that an antenna which transmits
elliptically polarized waves can be used to receive energy from an inci-
dent elliptically polarized wave. If the antenna polarization exactly
matches the wave polarization, maximum energy is extracted from the
passing wave. If not, there is an effective power loss or reflection.
The polarization power loss factor, which is essentially an efficiency
factor, is given as

+l Arhp + (1 - &g ) AR cos gi -
(v a%) ()

1+

=
it
PO |

where

axial ratio of the incident wave

i

axial ratio of the receiving antenna

‘;U;D

o = angle between major axes of the polarization ellipses
+ = used for same sense rotation
- = used for opposite sense rotation
K =1 1indicates maximum power extracted from the wave. Kp = 0 dindi-

cates no power extracted from the wave. It can be easily shown that

K =1 for circular polarization with the same sense
p or linear polarization with parallel axes. (2)

H~-18

= Flectric vector

wave propagation



for circular to linear polarization.

e}
N =

(3)

K =0 for circular polarization with opposite sense (&)
or linear polarization with perpendicular axes.

H.6 Intelligibility of Clipped Voice

Studies of the intelligibility of peak clipped voice waveforms as
a function of clipping depth have been performed by several authors and
agencies. The results of investigations by Shyne (ref. 21) and Licklider
(ref. 22) have been summarized and manipulated by Kadar of Grurman Air-
craft and Engineering Corporation (ref. 23). It is not intended to re-
summarize here the results of the references. Rather, the applicable
results from the references will be stated.

Plots of empirically derived data relating percent intelligibility
for single words and percent word articulation to post detection peak
speech to root-mean-squared noise, with peak clipping depth as a param-
eter, have been plotted in the references. The ordinates of the plots
are linear in percent intelligibility. The abscissas are linear in
decibels, peak speech to r.m.s. noise. Since the decibel value of a
preak to r.m.s. ratio is the same as that of a peak-squared to mean-
squared ratio, and since the ratio of peak-squared signal to mean-
squared noise has been derived for several detectors in appendices D
and E, the intelligibility plots are directly useable in predicting
the performance of voice channels.

Manned Spacecraft Center
National Aeronautics and Space Administration
Houston, Texas, December 30, 1965
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