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Executive Summary

This document covers a wide variety of subjects related to implementing a new server architecture at NASA Headquarters.  One of the most important aspects is to minimize the number of different components supported in the enterprise.  This holds true for different types of server hardware as well as server Operating Systems.  

The high-level recommendation is to have three server categories:  load balanced, clustered and standalone and to support only one version of Solaris and one Microsoft Operating System on those platforms for all test and production servers.  The preferred solution will be to make use of cheap server hardware to scale horizontally with load balanced servers whenever possible.  The nature of the application may dictate a clustered or standalone solution, which can scale vertically.  Each service must be analyzed on a case-by-case basis to determine the best server category fit.

For all three server categories it is imperative to manage the number of Single Points of Failure (SPOF) in a server.  Decreasing the number of SPOF in a server increases the cost of the server.  The different server categories dictate the importance of minimizing the SPOFs.  The load balanced category places much less importance on eliminating SPOFs than a standalone server, which reduces implementation costs.

It is imperative to implement a robust rapid provisioning infrastructure for all servers.  This solution will ensure that servers are deployed and redeployed consistently and swiftly.  Servers must be put into classes for the different environments supported with the goal of meeting requirements with the fewest number of server differences.  Rapid provisioning feeds into an environment management strategy where resources are constantly measured against the resource requirements to ensure that they are deployed as effectively as possible.  Virtualization of servers, storage and network also facilitates this new enterprise model.

Also essential to implementing the server architecture is having a comprehensive storage architecture.  This document addresses when implementing the following architectures makes the most sense:

· DAS - Direct Attached Storage

· NAS - Network Attached Storage

· SAN - Storage Area Network

Centralizing storage is essential to rapid provisioning and environment management as well as implementing a comprehensive centralized Backup/Restore and Disaster Recovery solution.  This is best accomplished using either a NAS or SAN solution.  The flexibility, ease of administration and cost of entry dictates that NAS is the preferred storage solution to implement whenever possible.  SAN and DAS will fit in the architecture where requirements dictate.

High-level network recommendations were made emphasizing availability, scalability and manageability.  While the NASA HQ Network architecture is felt to be fairly sound, it might be a good time to initiate a parallel study to this to dig down deeply and evaluate whether or not prior network architecture decisions still apply to today’s compute environment.

Finally, the importance of building automation and repeatable processes into the enterprise is emphasized in the Systems Operations section.  Specific facilitating aspects such as patch management and remote console access are discussed because of the role they play in being able to manage a constantly evolving infrastructure.

When this blueprint is finalized and agreed upon, the next steps are:

· Performing a detailed Current Situation Analysis

· Creating a Gap Analysis and Implementation Plan

The Gap Analysis and implementation plan will become the initial phase of implementing the environment management strategy.  Much work must be performed to invest in the core infrastructure elements with centralized storage and rapid provisioning being the two most essential.  A switch to this model will ensure that NASA HQ makes the best use of their compute dollars while creating an environment that promotes service availability.

Introduction

Background

The existing enterprise server architecture at NASA Headquarters has evolved over a period of more than ten years.  Currently there are approximately 180 servers providing application and infrastructure service support.  For the most part these are relatively small capacity servers and are often old and underpowered.  Applications have been deployed largely in a “one-box”, “one-application” mode due to server capacity, contractual restrictions and codes being comfortable with that model.  What has evolved is a partitioned environment rather than an integrated enterprise.

Scope

Recent failures of email services have led to this initiative to create a formal enterprise server architecture.  There are three phases to implementing an enterprise architecture:

· Creating the Enterprise Architecture Blueprint

· Performing a detailed Current Situation Analysis

· Creating a Gap Analysis and Implementation Plan

The Gap Analysis is the variance between the Blueprint and the Current Situation Analysis.  The implementation plan then analyzes the results to determine what findings to implement, which to defer and on what schedule.

The scope of this effort is to create the Blueprint portion to serve as the basis for the next phases.  The second and third phases can be initiated at the completion of this effort.

In addition, the technical scope is limited to server architecture.  This document will briefly cover some other topics, such as network architecture, that are essential for the server architecture to function, but will not go into great detail.

Organization

The following high-level topics will be covered in this document:

· Server Architecture

· Storage Architecture

· Core Services

· Network Architecture

· System Operations

The majority of the content will revolve around the primary focus of the document, the Server Architecture. 

Guiding Design Principles

The following guiding principles were employed when designing the new server architecture:

· Minimize the number of different components

· Manage single points of failure (SPOF)

· Emphasize rapid provisioning

· Utilize virtualization

· Implement automation

When applied together, these principles will help ensure reduced support costs through a robust infrastructure and faster time to deployment.  Both of these elements will lead to increased customer satisfaction.

The first guiding design principle is to minimize the number of different components that must be deployed and supported.  The more iterations of hardware configurations, Operating systems and software applications, the more difficult it is to support the environment.  Due to technology advancing and changing, it is impossible to maintain a single hardware and software set.  

Efforts should be made to keep all purchases within a limited number of hardware families to promote sharing of parts.  There should be no more than three hardware families supported.  Applications must be categorized so that the appropriate hardware and software profile is applied to them.  The number of applications supported must be substantially minimized from where it is currently.  

The second principle is to identify and manage single points of failure.  In some classes of servers they should be eliminated, where in others they are less important.  A single point of failure is any single component that could fail and render the entire server unavailable.  

Another critical factor in the architecture is how servers will be deployed, maintained and upgraded.  The architecture must support rapid, consistent deployment as well as upgradeability without impact to the enterprise.

A fourth principle is to utilize virtualization of compute, storage and network resources.  Creating virtual enterprise elements coupled with being able to rapidly provision and redeploy resources moves towards utility computing.

The last guiding design principle is to automate operational and implementation processes to help lower infrastructure support costs.

Server Architecture

Before applying an architecture design to a server, the servers must be organized into groups.  All servers within a group are configured in a similar fashion from both a hardware and software perspective.  The goal is to minimize the number of groups to keep support costs down.  The three main components to aligning servers with groups is the following:

· Server Categories

· Server Environment

· Server Class

Each component will be discussed in more detail in the sections that follow. 

Server Categories

The first component of the architecture is to group servers into high-level categories.  Based on availability requirements, all servers will fit into one of the follow categories:

· Load Balanced

· Clustered 

· Standalone

The following diagram gives a functional view of the different types of server categories:
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The following table compares and contrasts the different types of server categories:

	
	Load Balanced
	Clustered
	Standalone

	Provides redundancy of services
	yes
	yes
	no

	Method of providing redundancy
	front-end switch distributes requests among a pool of servers
	service is failed from primary server to a secondary server
	N/A

	Failover period
	none
	time required to import data and start service; generally less than 1 minute
	N/A

	Impact of single server failure
	none; other servers pickup load transparently
	short service outage during failover
	service must be manually migrated to new server or server is repaired

	SPOF management
	not important
	somewhat important
	very important

	Preferred storage method
	NAS
	SAN
	NAS

	Target hardware platform
	low end
	high end
	reuse of existing

	Scaling method
	horizontal
	vertical
	vertical

	Relative cost to implement servers
	low
	high
	moderate


Load Balanced

A Load Balanced server is one of a group of servers all supplying the same services.  One or more front-end network devices distributes requests to the group using a predefined algorithm.  Load balancing can be done at the IP or service level using a virtual IP (VIP) address.  If a server becomes unavailable or needs to be taken offline for proactive maintenance, it is removed from the VIP service group and no additional connections are directed to it. 

Services deployed on load-balanced components can make use of smaller, cheaper servers allowing for cost effective horizontal scaling.  Scaling is performed by adding additional servers to the load-balanced group rather than more components to an existing server.  SPOFs are tolerable since at least one server will always be online to pickup the load of a failed server.  Terms on maintenance agreements can be tuned down since the urgency to repair or replace a failed component is less.  This will result in reduced support costs.

All servers in the group need to have their content synchronized so that the response is identical no matter what server you access.  The most common way to synchronize content is through the use of a NFS back-end data store, with all servers accessing the same content.  In the case of web and application servers, where there is a majority of static data, it is more preferred to use NFS/CIFS to access a Network Attached Storage (NAS) device.  Solaris servers will access the data via NFS and Microsoft servers via CIFS.  

Applications that don’t dictate a client to a specific server should also be in a load balanced environment.  Application servers that maintain all state related information in a back-end database are good candidates for load balancing as well.   

Clustered

A clustered server is one of a group of at least two servers that utilize High Availability (HA) software in a clustered configuration.  Typically, the cluster is limited to two servers, but there can be more.  The servers share disks and have at least one dedicated heartbeat network connection.  The cluster is either in an Active-Passive or Active-Active mode.  Active-Passive mode is where all services are running on the primary server with the second server online in an idle fashion waiting to take over during a failure.  In an Active-Active mode, both servers are actively running services and either one can take over the other’s services in the event of failure.  All services are advertised to clients using a VIP, which is toggled to the active server.

Clustered servers are generally the largest capacity and have few SPOFs.  There is inherent high cost in High Availability (HA) clustering software, so it does not make sense to cluster a low-end server.  

All non-OS data will exist either on a Storage Area Network (SAN) or directly attached to all servers in the cluster.  The preferred solution is to have the data on a SAN to maximize flexibility.  Also, a fair number of applications that are generally clustered require block level disk access that cannot be provided by a NAS solution.  Each server will have more than one path to the storage and will be able to load balance across these paths.  

Applications that require state to be maintained and require a high degree of availability should run in a clustered environment.  An example of this is a mission critical database server that is used for both read and write access.

Standalone

A standalone server is one that is neither part of a load balanced group or a cluster.  There is no sharing of resources and no automatic failover if there is an outage.  It’s still a good idea to use VIP’s on standalone servers in case a service needs to be ported to a different server in the future.  Standalone servers will share traits with load balanced and clustered servers depending on the availability requirements of the environment.  By their very nature, they will be more prone to server outages than either of the other two options because they offer no server level redundancy.  Managing the number of SPOFs depends upon how available the standalone server must be.  

It is preferred that all non-OS data exists either on a NAS or SAN depending on the application.  The NAS solution is the first choice due to the cheaper cost of implementation and support.  Direct Attached Storage (DAS) solutions should be avoided when possible because if the service needs to be migrated to a new server, either the disks must be moved or the data must be restored from tape.  Neither of these scenarios allow for a quick migration.

Certain applications support a level of service replication or clustering at the application level.  When an application supports replication or clustering, it is a good candidate to use a standalone server.  Core network services such as DNS and LDAP are examples of applications with replication built-in and Oracle application server is a good example of an application with built in clustering.

Standalone servers are a good fit when either availability requirements are low or they are being managed at the application level.  A development or test server is a good example of a server with low availability requirements.  Also, applications that require state to be maintained and don’t require a high degree of availability, should be run on a standalone server.  Non-production database servers and certain application servers are an example of these.

Server Environments

A server’s environment is related to current systems life cycle state.  Following is a list of possible server environments:

· Development

· Test and integration

· Preproduction

· Production

These environments are well defined and do not need further clarification.  Different environments will dictate a different hardware and software profile.  For instance, a Production database server will be different than a Development Database server. 

Server Classes

Server classes are the grouping of systems at both the functional and logical level that will dictate the build specification of the server.  Following are examples of classes:

· Web Server

· Database Server

· Name Server

· Application Server

· Public Services

· Private Services

Servers will often belong to multiple classes, so careful planning needs to be performed to ensure that class specifications do not counteract each other.  If possible, classes are kept at this very high-level.  Lower levels will need to be defined if for example there are multiple types of web servers.  In this case, each type of web server will require it’s own class.  

The classes will tie directly into the automated server build process defined later in this document.  Putting servers in classes will allow for the same configurations to be applied to them.  Classes will have the same packages installed and the same policies applied to them.

Classes can be either functional, such as web service, or physical based on network.  The network location will dictate a different security policy as well as a different set of infrastructure support services.  

Server Operating Systems

The single most important step to creating a supportable server infrastructure is to minimize the number of different Operating System’s (OSs) installed and the variants of each.  Variants include not only different versions of the OS (e.g. Solaris 7 versus 8), but also different patch sets.  OS patching will be discussed in more detail in a later section of this document.

The current infrastructure includes the following OSs:

· Windows NT

· Windows 2000

· Sun Solaris

· IBM AIX

· Irix

· Several Linux variants

· FreeBSD

· Apple Macintosh OS9

The future architecture should strive to support only two OSs.  It is recommended that Sun Solaris be the choice for all Unix infrastructure and one Intel based OS to replace all NT infrastructure.

Sun Solaris should replace all existing Unix servers over time.  While it may seem cheaper to deploy an open source OS from a hardware and licensing perspective, it is one more OS that must be supported.  Historically, the costs related to supporting the infrastructure far out weigh the cost to acquire the infrastructure.  For example, for each different OS a separate rapid provisioning infrastructure must be deployed and maintained.

Developers can develop and prototype on whatever platform they prefer if they support it themselves, but all test, preproduction and production infrastructure should be of a single OS.  The current install base, industry leadership and knowledge of the technical staff dictates that Solaris is that OS.

NT is an old, but fairly stable OS that supports a fair number of applications and core infrastructure services at NASA HQ, such as directory, file and print.  Microsoft will not continue to support NT indefinitely, so a migration forward should be made.  A study of whether to go to Windows 2000 Advanced Server or Windows Server 2003 should be initiated.  

If at all possible, these platforms should not be used for any public services applications due to their long-standing history of having security holes.  Their use should be to replace existing infrastructure services, for applications that dictate a Microsoft only OS and application services that fall into the standalone server category.  While these servers can fall into the production environment, the tolerance for server downtime will need to be higher than other production services.  This target platform will also replace the services being performed by the existing Macintosh servers.

Server Hardware

To identify the precise server hardware, a detailed audit of existing hardware needs to be performed in addition to mapping out all applications to future servers.  As stated previously, minimizing the number of different configurations increases supportability and allows for interchanging of parts.  This is a critical aspect to an environments management strategy. 

The primary design objective related to server hardware is managing SPOFs.  This becomes more or less important depending on the server category.  For instance, in a load-balanced configuration where servers can be taken into and out of a service group on demand, SPOFs are not important.  Minimizing SPOFs in a standalone and cluster configuration is more important due to a failure possibly making a service unavailable.  

The Sun Fire V120 and V210 are a good platform choice for a load-balanced server.  In the near future, strong consideration should be made towards server blades.  The Sun Fire B100 Blade Server platform is available today, but is too new for consideration.  For an Intel load balanced solution, the Dell 1650 makes a good choice. 

The Sun Fire V880 or 3800 are good choices for the clustered platform.  If expansion beyond 8 CPU’s is needed in one server, then a larger Sun Fire x800 should be evaluated.  The 6800 is an ideal candidate, but comes with a high entry cost point.  An application that needs this level of availability and scalability will only be supported on a Sun platform. 

The primary target hardware platform for standalone servers will be reusing existing servers.  If a new standalone server needs to be acquired, the specific availability and performance requirements need to be evaluated to choose a platform. 

Server Configuration

The following high-level server configuration parameters will apply to all categories of servers.  Different classes may implement aspects of them differently.

OS Disks

A standard disk-partitioning scheme will be implemented.  While one scheme might not be possible for all servers, using as few schemes as possible is imperative for the automated server build process to work effectively as well as reducing differences in the enterprise which will result in reduced support costs.

All servers will use internal disks for the OS and will not boot from a SAN or the network.  This ensures that a network or adapter card failure does not keep a server from booting.

Internal disks should not contain any data other than OS related files.  All application related data should be stored on external disks in either a NAS, SAN or DAS configuration.  Load balanced servers are an exception to this and might very well have application binaries loaded on the OS disks.  Application data will reside on the NAS.

Load balanced servers will have two internal disks and will have the OS mirrored.  Intel servers will use hardware based RAID 1 (mirroring), while Solaris servers will use Solaris Volume Manager (SVM) to implement RAID 1.  SVM was previously known as Solstice Disk Suite (SDS).  The OS and packaged applications will be the only thing installed on these internal disks.  Members of a set of load-balanced group will be identical other than networking specific differences.

Clustered servers will have three internal drives to support the OS.  Two drives will be used to create a RAID 1 mirror in an identical fashion as with the load-balanced servers.  The third drive will be a non-real time mirror.  The OS will be dumped from the RAID 1 devices to this disk on a regularly scheduled interval and modified to support booting in a non-RAID environment.  This will allow the server to come back up in the event of a human error or failed patching or upgrade.

Standalone servers should be configured with either the two or three-disk RAID 1 option as described in the load balanced and clustered configurations.  Development environments that can tolerate significant downtime can be configured without RAID support.  

Directory Naming Scheme

To effectively implement the automated server build process in the Solaris environment, a standard directory naming scheme must be employed.  A single high-level directory of “/nasahq” will delineate between OS and non-OS.  The directory scheme does not dictate an underlying filesystem scheme.  The filesystem scheme is an implementation issue based on the service and hardware available.

The following scheme is suggested to help standardize and organize the data within this structure:

	Directory
	Purpose
	Example(s)

	/nasahq/apps
	Store all COTS, GOTS and in-house developed applications that are not distributed as part of the OS and are not open source.**  
	/nasahq/apps/oracle-8.1.6

/nasahq/apps/oracle*

/nasahq/apps/hats-3.0.2



	/nasahq/data
	Central location for all dynamic application data that can be broken out from the application directory.
	/nasahq/data/prod

/nasahq/data/dev

/nasahq/data/www/docs



	/nasahq/home
	Location for home directories for users and application specific accounts.  This directory can be NFS automounted in development and test environments to help centralize data.
	/nasahq/home/ljapngie

	/nasahq/lib
	Directory containing hard links from the ~lib directory of applications in the /nasahq structure.  The intent is to centralize the libraries to limit the maintenance of the LD_LIBRARY_PATH environmental variable.
	/nasahq/lib/libz.so

	/nasahq/bin
	Directory containing hard links from the ~bin and ~sbin directories of applications in the /nasahq structure.  The intent is to centralize the executables to limit the maintenance of the PATH environmental variable.
	/nasahq/bin/perl

	/nasahq/etc
	Central location for configuration files related to applications in the /nasahq structure.
	/nasahq/etc/backupconfig


* For applications, there should be a link with the name of the application pointing to the active version of the application.  Applications can then be upgraded in place and switched between by moving the link.  

** Certain open source applications will continue to be located in /usr/local.  The distinguishing factor will be if it is a single executable or a collection of files.

It is preferred that everything under /nasahq, other than /nasahq/apps, is on some form of external storage.  Given current hardware configurations, this is not always possible and must be engineered at implementation time.  Initially all applications will be installed locally on servers to ensure that they are registered properly in the package database.  Testing can be performed at a later point in time to see if some can be serviced via NFS in a NAS configuration.  

Elements under the “data” sub-directory will often be NAS when the servers are in a load-balanced form.  It is imperative that applications be partitioned to use this structure.  By default, most applications keep the static binary and dynamic and static data in the same location.  It if often an installation or post-installation configuration option to isolate the two environments.  The isolation of the binaries and the data help to promote an environment where applications can be easily upgraded as well as migrated to different servers.

Some applications are not distributed in a flexible manor that will easily allow implementing the directory structure above.  Exceptions to the rule can be made, but they should be avoided when possible.  Often more intimate knowledge of the application is all that is required to implement this directory structure.  Also, historically some applications have not worked well with NFS.  Applications that require dedicated file locking, such as certain email applications, should not be implemented on and NFS solution, but should use SAN or DAS.

Logical Volume Manager

A logical volume manager (LVM) will be used to manage all disks that are accessible natively at the block level.  For Solaris servers, Solaris Volume Manager (SVM) is currently utilized on a fair number of servers that do not have hardware based RAID.  In addition to SVM, there are several out-dated copies of Veritas Volume Manager (VxVm) in use.  Centralizing the storage in addition to a LVM helps to move towards storage virtualization.

SVM will be used as the single LVM for the Solaris enterprise.  While VxVm is a more feature rich product, SVM will be used due to it’s presence, simplicity and because it’s included with the OS free of charge.  Sun has made wide strides in the recent past to close the feature gap between SVM and VxVm.

The built-in LVM for the Windows platform will be used on the Intel platform.  Currently the Disk Administrator application for Windows NT can be used to implement RAID 1 for all OS data.

NFS and CIFS data will only be managed with a LVM on the source server.  Appliance based products, such as Network Appliance, have a built-in proprietary LVM.  There would be an unneeded performance hit layering a second LVM on top of a NAS solution.  An exception would be when a meta-volume is needed that is bigger than any single available LUN.

Server Build Automation

All servers will be installed using an automated hands-off fashion with as little interaction with the engineer performing the installation as possible.  For the Sun servers, this will be implemented with jumpstart.  For the Intel servers this can be implemented with ghost.

Having a hands-off installation process ensures that all servers are deployed consistently.  It also allows for very rapid deployment because all of the knowledge required to deploy the server is engineered into the build process.  The key to having a successful automated server build process is to have written configuration standards and policies.  The build process then implements these documented standards.  Being able to implement something in an automated fashion and keeping the process simple is a key design criterion in creating the configuration models.  For example, minimizing the number of disk partitioning schemes makes the implementation and maintenance of the automated build environment much easier.

The concept of profiles and profile specific scripts are used to create any necessary customization differences.  For instance an Oracle profile would get specific modifications to the /etc/system file to increase shared memory, create an oracle account and add the oracle software distribution.

Creating and maintaining the automated build environment requires significant engineering resources.  Spending the time upfront to perform the development of the environment will reduce backend support costs as well as lead to faster deployments.

Application Packaging

A key element to a successful automated server build environment is an application-packaging environment that integrates into the automated build process well.  Solaris has a built-in SysV environment that should be utilized.  A COTS application-packaging product such as Veritas WinInstall will be used for the Intel platform.

Application packaging must allow for hands-off installations of applications in both existing server environments and integrated into the automated build process.  Packaging applications can be a very complex and time consuming process, but it helps ensure that applications are installed consistently.  Packaging also makes for simple upgrade and removal since it is tied into the OSs package database.

It’s essential that the packaging process implement the standards defined in the directory naming scheme section defined earlier.  

Packaging COTS, GOTS and open source software can often take a lot more effort to perform than a standard installation.  If software were only going to be installed one time, then it would not make sense to package it.  Since almost all applications have the potential to be installed multiple times, it is generally wise to package them.  

Profiles

Profiles were mentioned earlier as a way of grouping servers together to apply like policies.  They are tightly integrated into the automated build environment.

For example, depending on which physical network a server is on, a specific security profile will be applied to the server.  This profile will include what services and ports are enabled/disabled, network and kernel parameters, and COTS and open source software configuration.  A profile is created any time specific packages need to be applied or specific files need to be modified to a subset of servers. 

Storage Architecture

All storage can be categorized as fitting into one of the following categories:

· DAS – Direct Attached Storage

· NAS – Network Attached Storage

· SAN – Storage Area Network

DAS is the oldest method where each server has a physical connection directly to the storage device.  Typically there is a one-to-one ratio of server and storage array.  Internal disks can also be considered DAS.  It is fairly cheap to implement and straight forward to administer, but promotes decentralization of resources.

NAS has been around for quite a while as well and consists of a server (or HA pair) presenting data to other servers via the network.  This is most often done using NFS for Unix and CIFS for Intel.  NAS is fairly easy to deploy and manage, but increases network latency to the disk access.  This is often countered with implementing a dedicated high-speed storage-only IP network.

SAN is the newest technology, but has been prevalent long enough to be well known.  Servers are attached to a switch, which is also attached to the storage array.  Software on the switch controls access to the devices and implements security measures.  The access speeds are similar to DAS, but there is significant operational overhead as SAN’s can be complex to administer.

The following table compares and contrasts the three storage categories:

	
	DAS
	NAS
	SAN

	Storage model
	decentralized
	centralized
	centralized

	Connection protocol
	SCSI or Fibre channel
	NFS/CIFS
	SCSI or Fibre channel

	Block/file access
	block level
	file level
	block level

	HBA required
	yes
	no
	yes

	Hub/switch/bridge required
	no
	no
	yes

	Ease of reallocating storage to a different server
	manual, physical intervention required
	easy via NFS/CIFS
	moderate using zoning software

	Security
	high
	low
	high

	Flexibility
	low
	high
	high

	Server provisioning time
	fast
	fast
	slow

	Additional infrastructure to administer
	array
	NAS appliance
	array and switching infrastructure 


There are four primary storage architecture areas that need to be addressed at NASA HQ:

· User and Group File Services

· Server File Services

· Backup/Restore

· Disaster Recovery

In addition, storage protocols that cross each area will be addressed individually.

User and Group File Services

Currently hqdata1, hqdata2, hqdata3 and hqdata4 supply all file services for users and groups.  The first three servers present the data from a Dell SAN.  hqdata1 and hqdata2 are also connected to two Clariion arrays.  hqdata4 is a standalone server with internal storage.  The following diagram provides a logical picture of the current SAN configuration:
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The current configuration is not flexible from a hardware or logical perspective.  Adding storage or users becomes difficult and expensive to perform.  Interconnecting hqdata1 and hqdata2 to both the Dell SAN and Clariion arrays has led to not being able to upgrade the Dell SAN to increase capacity.  Instead, new servers are added and more independent storage is proliferated.  

Basic file services such as these are best performed by a NAS solution.  The current configuration of front-ending the storage with dedicated NT servers adds administration points and increases single points of failure.  The Dell makes a very good SAN product, but user and group file services are the wrong use for it.  A NAS based solution that makes use of the SAN is a possible re-use or better yet, redeploying it to support applications best serviced by a SAN.

Network Appliance makes one of the best known and widely deployed NAS solutions.  It offers a robust software set to add significant value over a vanilla NFS/CIFS deployment.  Network Appliance is the target NAS solution recommended as part of this architecture due to its feature set and mindshare amongst the engineering staff.

NAS products have a very limited operating system, which helps to increase performance and availability as well as limiting security vulnerabilities due to the limited number of services supported.  NAS research should be performed to prototype the solution and make sure it supports the current environment.  Support for the legacy Macintosh OS 9.x desktops is the most limiting factor.

A new directory service might also have to be implemented in conjunction with a NAS solution replacing the current user and group file services solution.  Currently this is controlled by NT directory services.

Server File Services

Currently all application servers use some form of internal of external DAS access to storage sub-systems.  There are JBOD (Just a Bunch Of Disks) and hardware RAID arrays attached when servers require more storage than what can be facilitated internally.  

The current configuration is very limiting and a poor utilization of resources.  It also inhibits the ability to move to either a HA clustered or a load-balanced environment.  Decentralized storage also makes it difficult to implement an enterprise backup strategy.  

The proposed architecture is to have all servers, regardless of function isolate their OS on internal disks and whenever possible, maintain non-OS data on external disks.  Following are the different non-OS data options listed in order of preference:

1. NAS

2. SAN

3. DAS – external

4. DAS - internal

A move from DAS to either a SAN or NAS solution should be made for most production servers.  Security requirements can dictate a DAS solution, but generally a SAN can facilitate all DAS requirements.  Moving towards a centralized storage model will greatly increase resource unitization, manageability and system availability.  Getting the storage resources into fewer pools allows for a move towards storage virtualization.  Storage virtualization separates the representation of storage to the server OS from physical storage and presents logical storage space to end-users.

When possible, NAS should be implemented over SAN due to the lower cost and easier manageability.  The NAS products are much cheaper to procure, deploy and administer.  In addition, SANS require hardware and software in the form of host bus adapter (HBA) cards and driver software.  These HBA’s are often several thousand dollars apiece.

Some applications prefer and some require block level disk access.  In these cases a SAN is the preferred option followed by the two DAS options.  For example, database servers generally perform better when they have block level access.  

Backup/Restore

The majority of production servers currently have their own individual tape drive for tape backups.  There are a number of different backup applications in use and individuals must visit each tape drive on a daily basis to change tapes.  As well as there being a variety of different tape units, there is a variety of different tape medias and iterations of those medias used.  

Once the storage is centralized through NAS and or SAN, a move to a centralized enterprise backup solution and a centralized tape library can be investigated.  The solution should be integrated into the enterprise storage initiative.  If SAN/NAS solutions are implemented, a server-less backup solution should be implemented to keep the load off of the servers.

Centralizing the backup/restore process will drastically cut down on backup/restore administration as well as increase it’s effectiveness.  Rather than knowing what to look for from the consoles of several different software applications and homegrown scripts, a single console can consolidate all scheduling and logging.  

Disaster Recovery

The current DR strategy is to relocate backup tapes from HQ to a remote off-site location.  There is no warm or cold DR site ready to take over in the event of failure.

Full-blown disaster recovery is very expensive to implement and maintain.  The price has to be weighed against the risks of losing data and the cost of recovery time.  

Most of the higher-tier NAS and SAN vendors offer software based remote replication tools to facilitate disaster recovery.  These solutions are often expensive requiring a target NAS/SAN device equally sized to the primary devices.  A significant bandwidth connection is needed between the two sites to keep the data synchronized.  The WAN connection can quickly become the most costly portion of implementing this scenario.  

With cost aside, remote replication to a target NAS/SAN is the preferred method for implementing the core part of DR.  Other aspects need to be addressed such as bringing the DR servers online and redirecting client access to the new servers.  DR can best be addressed after storage is centralized and an enterprise backup solution is implemented. 

Storage Protocols

Currently there are two predominant storage networking protocols to choose from when implementing SAN of DAS storage.  The choices are either SCSI or fibre channel and there are pro’s and con’s to each.  The following table details some of the important specifications of both.

	
	SCSI
	Fibre Channel

	Bandwidth
	Ultra
- 40 Mbytes/sec

Ultra2
​- 80 Mbytes/sec

Ultra3
- 160 Mbytes/sec
	FC
- 100 Mbytes/sec

FCAL
- 200 Mbytes/sec

	Maximum Devices
	15
	126 direct; unlimited in fabric mode

	Architecture
	Parallel
	Serial; Bi-directional

	Distance Limitations
	1.5 meters total (single ended); 

12 meters total (LVD)
	30 meters between devices (copper);

10 kilometers between devices (optical)


The Dell SAN is the only fibre channel present in the HQ datacenter.  All DAS storage, including the Clariion, is some version of SCSI.  For the most part it’s Ultra or pre-Ultra SCSI.

Implementing either SCSI or Fibre channel both require at least one and usually two host bus adapter (HBA) cards for the server.  Fibre HBA’s are considerably more expensive than SCSI and can often approach the total cost of the server in a load balanced configuration.  Also, emerging is the iSCSI protocol, which promises high speeds over an IP network.  

The proposed architecture is to stay fibre channel for SAN deployments and SCSI for DAS.  It would not be financially prudent to switch the infrastructure from SCSI to fibre channel.  

When implementing NAS, typically either NFS or CIFS are used to access the data.

The preferred direction for storage protocols will be NAS, with staying status quo on the SAN and DAS architecture pending the industry adoption of iSCSI.

Core Services

The availability and performance of core infrastructure services are an essential component to a robust enterprise architecture.  The following services will be considered part of the scope of core services:

· Directory Service

· Naming Service

· Time Service

Directory Service

A centralized directory service is a key component in implementing a supportable infrastructure.  The directory service should maintain all common information related to user accounts, such as user id, password, group, etc.  Other information such as mail routing data can also be integrated into the directory service.  There will be several accounts, such as root, that still need to be maintained locally.

Currently NT directory is used for user access to file and print resources while there is no centralized directory for Unix systems.

It would be ideal if a single directory service could be implemented for both Unix and Intel systems, but that does not seem possible with Microsoft’s current directory implementation.  Sun makes a product, SunONE Meta Directory server that allows for directory centralization into a single console.  It supports both LDAP for Unix and Active Directory for Microsoft.

The native choices for Solaris are local flat files, NIS, NIS+ and LDAP.  Currently all systems are configured to use local flat files.  The preferred configuration is to store all information in a centralized LDAP server.  This will ensure consistency of username to uid mappings, etc. while centralizing the administrative console.  LDAP queries can use SSL or TLS to encrypt all communications from the client to the server.    

LDAP directories have inherent replication facilities that allow for increased availability through a master/replica scheme.  These servers can be deployed on standalone servers and still guarantee service.  In addition, external read-only replicas can be deployed on external networks to minimize the security risks. 

Naming Service

Distributed Naming Services are one of the most tried and true applications in open systems.  The Domain Name System (DNS) implementation of the Berkeley Internet Name Domain (BIND) is the most common implementation of host naming services.  An alternative to BIND that should be considered is DJBDNS.  DJBDNS addresses many of the security and performance concerns of BIND.

The primary design goals in implementing DNS is making it available and making it perform as quickly as possible.  All server subnets should have either a primary, secondary or caching only server locally to handle all requests.  Servers should be configured to use this local system first in their search order.  Servers should also all be configured consistently in the order that they check the various name services.

A common server configuration mistake is to have hostname information stored locally in the form of flat files.  Having local host name information that takes precedence over what is in DNS can make troubleshooting network related problems very difficult.  In practice, the only names required in local files are ones that are required prior to the network interface being activated to make a DNS query.  That is generally limited to the host itself and perhaps the default router.  

Time Service

When moving to a centralized storage scheme, have time synchronization on servers is imperative.  It is also essential when implementing any kind of a distributed transaction-processing infrastructure.  If neither of these or other application architectures dictates a time service, then performing systems administration and troubleshooting should.  Time synchronization can greatly reduce troubleshooting efforts when trying to centralize systems monitoring and logging.

The most prevalent form of time service available is the open source Network Time Protocol (NTP).  All servers should be configured to have at least two local systems from which to maintain time synchronization.  The Name servers and default routers are often a good choice to offer NTP services.  The time servers then synchronize with reliable reference clocks to ensure that their time is accurately maintained.

Network Architecture

While the focus of this architecture blueprint is server based, the network must be briefly reviewed since it is an enabling component.  The network infrastructure must be capable of supporting the virtualization of servers in the load-balanced and cluster configurations.  This is supported today through VLAN’s and virtual IP addresses.

The main component that must be added to the network infrastructure is the devices to perform the load balancing.  Load balancing is typically either performed through a dedicated appliance or as a software feature in a switch or router.  The decision on which to implement is made based on the requirements of the service that is being load balanced.  Appliances, such as F5 Network’s BIG-IP, can load balance at virtually any level in the OSI Model as well as performing very flexible health checks at the service level.  Switch level load balancing, such as in Foundry Networks or Cisco, typically are performed at the IP level and offer less flexibility in service validation.

Given the current network layout at NASA HQ, two redundant pairs of load balancers might be the best fit.  One pair would be used for private services and a second pair for public services.  This could be reduced to a single pair if load balanced servers are moved to a new network that is accessible by both internal and external servers and proper access controls are put in place.

It is important to position the load balancing devices at the proper location in the network infrastructure.  This might sound trivial, but servers and clients that need to access load balanced servers will have to be on a different network segment than the load balanced group of servers.  The load balancers should also be behind the firewall so that they do not interfere with any HA routing protocols.

It is often also wise to have a separate data or database only network.  This network is not routed and is only accessible from multi-homed application servers.  This practice should also be employed to implement a NFS network for application servers that make use of a NAS backend.  

The following sections detail characteristics that should be reviewed when deploying any network component.

Availability

Eliminating SPOFs in network hardware is as crucial as server hardware.  Network hardware should be equipped with redundant cooling and power.  The OS should be managed in a similar fashion as with servers as well.  

Load balanced server groups and cluster servers should be connected via different network switches to ensure that they will still be available if an entire switch is brought offline.  Availability protocols, such as Hot Standby Routing Protocol (HSRP) should be used to help eliminate SPOFs.

Firewalls should be deployed in a clustered configuration to maximize system availability for in and outbound traffic.  The clustering needs to be stateful and is often best performed by an appliance.

Scalability

The network infrastructure should be designed in a scalable fashion that supports increased size and bandwidth without disruption of services.  VLAN technology has made network virtualization a well-established practice.  Being able to provision servers to a specific network on demand is essential in deploying load-balanced servers.

Manageability

The network equipment must be supportable in a consistent manner with the server infrastructure.  It should support common management protocols, such as SNMP, for monitoring as well as a command line interface for configuration.  The systems should support easy backup/restore of configuration data and a facility for rapid provisioning.

System Operations

The following sections are select elements of System Operations that require additional focus in support of the proposed new architecture.  Many contain actions that must be taken for the implementation of the architecture to be successful.

Support Team

The emphasis of the System Operations team is to simplify as much as possible through repeatable processes and automation.  Until the environment is stable and the framework for the automation is put in place, a fairly senior team is required.  Rather than traditional Systems Administrators, Senior Systems Engineers are required.  

This team of senior Systems Engineers will implement COTS and Open Source software as well as scripting and writing code to create the framework.  They will be creating the environment to make maintenance easier and upgrade less painful.  For example, a large engineering effort is required to implement the build automation environment and continuous engineering support required to maintain it.

A portion of the team can be more junior system administrators who will be responsible for reviewing log files and ensuring that automated process completed as expected.

Systems Management

Systems management deals with tools and processes used to manage the systems in the enterprise.  The goal of systems management is to proactively address system maintenance and eliminate failure and the resulting downtime.

Currently, the NHCC has a copy of HP OpenView that is monitoring systems in mostly a node up, node down capacity.  This would actually be considered more Network Monitoring than systems monitoring, but the tool in place could be used to implement an integrated system monitoring.  System monitoring is being performed by consolidating syslog to a log server and with homegrown scripts that are run from cron on a regular basis.

More sophisticated systems management implementations will deal with capturing, storing and reporting on performance related data.  This data can then be used for capacity analysis and in troubleshooting.  It’s critical to have this data when deciding on which application to allocate to a given system as part of the environment management process.

Web server processes on each node must be monitored.  If a web server process fails, the process is restarted automatically.  The monitoring and restart of the web server is accomplished through the use of third-party systems management software, host-vendor systems management software, or custom programs or scripts created for that purpose.

Consolidated console access

Currently, most Intel servers in the NHCC are hooked up to a KVM switch for console level access.  Most Unix servers either do not have a keyboard/monitor or they have a dedicated set.  There are several sets on a moveable cart that are hooked up in an ad hoc fashion.

Being able to remotely gain access to a Sun console is essential to implementing the rapid provisioning solution.  In addition it is very useful for routine maintenance and troubleshooting.  Also, Implementing a consolidated console solution will be one of the first steps towards implementing remote systems management.  

Sun servers by default will redirect their console to serial port A if there is no keyboard connected.  Implementing a consolidated console is achieved by connecting all of these ports to terminal servers, such as the Cisco 2500 Access router.  Engineers will then gain access to the consoles by connecting to the terminal server and connecting to the specific port associated with a specific servers console.  This connection to the terminal server should be secure via SSH and/or secure ID.  The connection can also be made available via dial-up to allow for remote administration.

In addition to improving system administration abilities, a consolidated console can reduce hardware costs by eliminated the purchase of monitors that are no longer necessary.  There is also a reduction in space and electricity costs when implementing a consolidated console.

Intel servers do not inherently offer a facility like the Sun servers to for remote console.  Often the hardware reseller will sell a card that integrates into the server to allow for remote access.  The concept of a console is so different in the Intel world that it is probably not worth implementing anything other than the KVM’s that are in place today.  

Environment Management

The practice of environment management is being able to allocate compute resources to a given environment in an efficient manor.  Over time resource requirements will change for the various applications supported in the enterprise.  A good environment management process will facilitate removing resources from environments that no longer need them and allocating them where they will best be used.

There are several keys to being able to implement an effective environment management practice:

· Accurate real-time inventory of all resources

· Integrated Configuration Management system

· Build automation environment

· Centralized storage architecture

· Backup/Restore processes

· Defined Standard Operating Procedures

An active environment management process can lead to a continuous tweaking of resources to try to achieve an optimal environment.  With this change comes complexity.  An active environment management process can only be implemented in mature enterprises with fairly senior staff that understand and have document system interdependencies.

Patch Management

When servers are deployed to the NHCC they are installed with the latest patch cluster for Solaris or Service Packs for NT servers.  Patches are then updated in a mostly ad hoc fashion as some operational issue dictates.  

It is a fundamental security and operational practice to apply OS and application patches to a server proactively after the initial installation.  There are several different patch management strategies that can be used to create a sound infrastructure.  Regardless of the strategy chosen, it must be integrated into configuration management process and follow a formal process.

Microsoft has a tool, Automatic Updates, which can be configured to work in several different fashions to keep a servers patch levels up to date.  The software can be scheduled to run at a regular interval and query Microsoft’s server to perform a search for new patches based on a scan of installed software.  New patches can be automatically installed or downloaded and installed at a later date.  Sun has a tool, Solaris Patch Manager, which works in a similar fashion.

Both of these tools fall slightly short of the mark due to not fully integrating patches for applicable COTS software.  If they are chosen as the patch management tool, then manual steps should be taken to track and monitor patch levels for COTS software not in the scope of the tool.

The current practice of just adding the Solaris patch cluster is far from adequate for even initial deployment of Sun servers.  Sun maintains patches for many applications that do not fall into this cluster.  For example, storage related and hardware specific patches are not in this cluster.  There are most likely additional OS patches not in the cluster that are recommended or required for COTS software that traditionally do not get installed due to the narrow patch review scope.  Staying on top of the release of patches in the Sun environment is a full-time job if not very close to one.  A senior member of the engineering staff that can look at a patch description and determine whether or not it is applicable any where in the environment must perform Patch management.

The recommended approach to patch management is to have two types of patches releases:  regularly scheduled (quarterly or whatever time period suits the environment) and emergency.  Having a regular patch release set help to synchronize the infrastructure and force regular maintenance.  I

It is imperative to minimize the number of OSs supported and the versions to minimize the number of different patch sets that must be maintained.

A patch test environment must be implemented to test the regularly scheduled releases as well as emergency releases.  

Conclusions

This document touched on a wide variety of subjects related to implementing a new server architecture at NASA Headquarters.  One of the most important aspects is to minimize the number of different components supported in the enterprise.  This holds true for different types of server hardware as well as server Operating Systems.  

The high-level recommendation is to have three server categories:  load balanced, clustered and standalone and to support only one version of Solaris and one Microsoft Operating System on those platforms for all test and production servers.  The preferred solution will be to make use of cheap server hardware to scale horizontally with load balanced servers whenever possible.  The nature of the application may dictate a clustered or standalone solution, which can scale vertically.  Each service must be analyzed on a case-by-case basis to determine the best server category fit.

For all three server categories it is imperative to manage the number of Single Points of Failure (SPOF) in a server.  Decreasing the number of SPOF in a server increases the cost of the server.  The different server categories dictate the importance of minimizing the SPOFs.  The load balanced category places much less importance on eliminating SPOFs than a standalone server, which reduces implementation costs.

It is imperative to implement a robust rapid provisioning infrastructure for all servers.  This solution will ensure that servers are deployed and redeployed consistently and swiftly.  Servers must be put into classes for the different environments supported with the goal of meeting requirements with the fewest number of server differences.  Rapid provisioning feeds into an environment management strategy where resources are constantly measured against the resource requirements to ensure that they are deployed as effectively as possible.  Virtualization of servers, storage and network also facilitates this new enterprise model.

Also essential to implementing the server architecture is having a comprehensive storage architecture.  This document discussed when implementing the following architectures makes the most sense:

· DAS - Direct Attached Storage

· NAS - Network Attached Storage

· SAN - Storage Area Network

Centralizing storage is essential to rapid provisioning and environment management as well as implementing a comprehensive centralized Backup/Restore and Disaster Recovery solution.  This is best accomplished using either a NAS or SAN solution.  The flexibility, ease of administration and cost of entry dictates that NAS is the preferred storage solution to implement whenever possible.  SAN and DAS will fit in the architecture where requirements dictate.

High-level network recommendations were made emphasizing availability, scalability and manageability.  While the NASA HQ Network architecture is felt to be fairly sound, it might be a good time to initiate a parallel study to this to dig down deeply and evaluate whether or not prior network architecture decisions still apply to today’s compute environment.

Finally, the importance of building automation and repeatable processes into the enterprise was emphasized in the Systems Operations section.  Specific facilitating aspects such as patch management and remote console access were discussed because of the role they play in being able to manage a constantly evolving infrastructure.

As stated in the Scope section of this document, when this blueprint is finalized and agreed upon, the next steps are:

· Performing a detailed Current Situation Analysis

· Creating a Gap Analysis and Implementation Plan

The Gap Analysis and implementation plan will become the initial phase of implementing the environment management strategy.  Much work must be performed to invest in the core infrastructure elements with centralized storage and rapid provisioning being the two most essential.  A switch to this model will ensure that NASA HQ makes the best use of their compute dollars while creating an environment that promotes service availability.

Appendix

Acronyms

	Acronym
	Definition

	BIND
	Berkeley Internet Name Domain

	CIFS
	Common Internet File System

	DAS
	Direct Attached Storage

	DNS
	Domain Name System

	HA
	High Availability

	HBA
	Host Bus Adapter

	HSRP
	Hot Standby Routing Protocol

	JBOD
	Just a Bunch of Disks

	LUN
	Logical Unit

	LVD
	Low Voltage Differential

	LVM
	Logical Volume Manager

	NAS
	Network Attached Storage

	NFS
	Network File System

	NTP
	Network Time Protocol

	OS
	Operating System

	RAID
	Redundant Array of Inexpensive Disks

	SAN
	Storage Area Network

	SDS
	Solstice Disk Suite

	SPOF
	Single Point of Failure

	SVM
	Solaris Volume Manager 

	VIP
	Virtual Internet Protocol

	VxVm
	Veritas Volume Manager
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