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advance \d181.0
Overview

1.1
Purpose

tc  \l 0 "021.1
Purpose"The purpose of this Memorandum of Understanding (MOU) is to document the roles and responsibilities of the ODIN Delivery Order and ISEM Task Order teams in those activities, which require communication, coordination, and cooperation to satisfy customer needs in the delivery of ODIN and ISEM products and services.

advance \d141.2
Document Change Control

This MOU will take effect upon signature by all parties.  Any party may request changes to this MOU at any time.  Revisions to this MOU will be made by mutual consent.  The parties agree to meet in a timely manner in response to any request for change or clarification.  The duration of this MOU extends until the end of the ODIN Delivery Order and extensions or until amended or cancelled by mutual consent.  A thirty-day notification is requested in the case of discontinuance.  It will be reviewed for renewal, by mutual consent, on the anniversary of execution/signature.

1.3
Escalation of Issues

The NASA Contracting Officers for the SAIC ISEM task order and SAIC ODIN  delivery order will be the escalation point for resolving issues that cannot be mutually agreed upon between NASA/CI and SAIC.   Issues should not be escalated until all avenues for resolution have been explored.  Within SAIC, issues that require escalation beyond the ISEM and ODIN program managers will be escalated to the SAIC ISS NASA Programs Manager for resolution.

advance \d142.0
Roles and Responsibilities 

The roles and responsibilities of the SAIC ODIN and SAIC ISEM Teams are described in this document.

3.0
Operations & Maintenance Agreements

advance \d143.1
Ticket Processing
The ODIN Help Desk (NASA HQ IT Support Center) will provide support for ODIN and ISEM problems reported with ISEM products or services.  Problem tickets will be opened in the NASA HQ IT Support Center Remedy system by the Help Desk analysts, and will be transferred in the system to the appropriate ODIN/ISEM Team.  The ISEM Team will provide the NASA HQ IT Support Center with the names of Team members for problem ticket notification, and the Help Desk will notify these ISEM Team members by pager and email. The ISEM Team will utilize Remedy to assign problem tickets to the specific, applicable ISEM technicians for response and resolution, and will update ticket status directly in the Remedy system.

The ODIN NASA HQ IT Support Center will maintain all NASA HQ ADP/IT problem tickets.  All tickets for functions under the SAIC ISEM Task Order will be assigned and transferred to the SAIC ISEM dispatch coordinators.  This includes:

· Wide Area Network Issues

· Firewall Issues 

· Off-site Contractor Connectivity Issues

· MSFC NACC and NHCC Production Control

· Custom and GOTS Applications Issues

· Account Management Issues for Custom Applications and SAIC ISEM managed systems

· Customer Service On-site Audio Visual Support

· Cell Phones and pagers

The NASA HQ IT Support Center will page the ISEM Group and send e-mail for problems affecting both single and multiple customers.  ISEM technical support personnel will be assigned to work tickets by the ISEM dispatch coordinators.  The ISEM dispatch coordinators and assigned technical support personnel will update problem ticket status directly in the Support Center’s Remedy system. The SAIC ISEM team will contact the NASA HQ IT Support Center immediately when any problems or issues are found on SAIC ISEM managed systems that affect multiple HQ users.  The ODIN Help Desk will notify the SAIC ISEM dispatch coordinators of any problem tickets affecting multiple users by paging the SAIC ISEM page group.  The NASA HQ IT Support Center will maintain the SAIC ISEM page group and the SAIC ISEM or ODIN Teams will notify the Help Desk via e-mail for changes in group members.

· Other instances of ticket generation include:

· A SR submitted by a customer, put into pending during SR review, and subsequently determined that an ODIN or ISEM ticket rather than an SR should be initiated.  The ICPM responsible for the SR will contact the customer who initiated the SR and/or will initiate the ticket for the customer.

· A problem recognized by an ISEM team member would be initiated by and tracked via a NASA HQ IT Support Center ticket by the ISEM team member.

· Requests for NASA cell phones, NASA pagers, or NASA calling cards will be tracked as “service” tickets by the NASA HQ IT Support Center tracking system.

· Tickets affecting the mainframe at MSFC will be initiated through the NASA HQ IT Support Center, called in to the Marshall Help Desk and subsequent updates made by the MSFC NACC will be statused by ISEM in the ODIN Help Desk ticket.

· ISEM ticket status updates will be made by the ISEM team member performing the service or correcting the problem or by the dispatch coordinator of the ISEM group as needed when the service is provided.

4.0
Infrastructure, Server and Desktop Architecture Changes and Change Control Board

The SAIC ODIN and SAIC ISEM Teams will bring all changes to the Infrastructure, Server, and Desktop architecture to the Configuration Control Board (CCB).  These items change the form, fit or function of the current environment (major releases) or require deployment or implementation of new services or products. The following are activities required to deploy these changes:

· SRRT will occur during the CCB.  The information disseminated at this meeting must be sent to all SAIC ODIN and SAIC ISEM affected departments forty-eight hours prior to the SRRT.  Information for large, system wide, activities, such as H/W or S/W refresh or HQ wide systems must be disseminated ninety-six hours prior to the SRRT.  The content of this presentation should include:

· Purpose, Requirements, Approach, Tentative Schedule and Catalog Items required, Triage II list update required, ODIN systems involved, Capacity requirements and configuration changes affecting ODIN systems.

· Prior to SRRT, ODIN will provide the "Develop To" environment for the application being reviewed.  They will also provide access to a detailed description of production resources available for hosting applications or identify, upon request, candidate resources for meeting hosting requirements.

Following CCB SRRT approval, the ISEM Technical Project Manager (TPM) and the ODIN Technical POC will coordinate the procurement of an ODIN seat(s) and catalog items as required to satisfy the Service Request.  The coordination and procurement of any required ODIN seat and catalog items will follow one of two general processes depending on the type of NASA Code organization (Institutional or Enterprise).

· Institutional Codes - Following CCB approval, the ISEM Technical Project Manager (TPM) and the ODIN Technical POC will coordinate with an appropriate Code CI representative to order the required ODIN seat(s) and catalog items to satisfy the requirements of the Service Request.  This process will minimize the disruption and unnecessary coordination to the Service Requester.

· Enterprise Codes - Following CCB approval, the ISEM Technical Project Manager (TPM) and the ODIN Technical POC will coordinate with the Code Point of Contact to order the required ODIN seat(s) and catalog items to satisfy the requirements of the Service Request.

· The SAIC ODIN Team will attend all SAIC ISEM Preliminary Design  (PDR) and Critical Design Reviews (CDR) that affect ODIN Systems and equipment.  The SAIC ISEM Software Development, Service Management, and System Engineering groups will be members of the ODIN Tech Refresh team.  Participation by both programs in key meetings and reviews will insure full and accurate information flow to all necessary parties.

· 
· 
· Operational Readiness Review (ORR) will occur at CCB.  The items within the ORR must be coordinated and agreed upon before this meeting to allow for resolution of issues.  The content of this presentation should include:

· Final Design, Incorporated CDR comments, Approach, Deployment Strategy, Schedule, User Notification, Catalog Items Ordered, Triage II list update completion status, ODIN systems involved, security documentation, and configuration changes affecting ODIN systems.  Deployment risks and mitigations shall also be addressed.

· The SAIC representatives from ISEM and ODIN will sign for their respective areas.

4.1
Emergency Releases

Emergency releases will follow a modified release process, which includes CI coordination and approval for the timing of the release and approval of an outage if one is required.  The timing of the processes will change depending on the severity of the problem and the speed with which it must be corrected.  The SAIC ODIN and SAIC ISEM Program Managers or their representatives will determine the timing of the release.
4.2  
SAIC ODIN/ISEM use of STRS

SAIC requires that all employees report their time using the STRS application.  Use of paper timecards is allowable only on an exception basis.  SAIC employees using workstations attached to the NASA network are authorized to use the baselined version of the SAIC STRS application for time reporting.  Assistance with downloading, installation or use of STRS is available from ISEM on-site Infrastructure Support personnel at the WOC and Kidwell locations and from ODIN staff personnel at HQ.  Problems and/or requests for support on the STRS application should be directed to the appropriate internal ODIN/ISEM Program Support organizations.  The ITSC should not be called regarding STRS problems or questions.  Problems reported to the SAIC IT Support Center (ITSC), will be dispatched directly to the responsible support organization, and will not be entered into the Remedy system or treated as a critical uplift, or otherwise reported as a NASA service call. Any restore to service caused by STRS will not be charged to NASA.  STRS will NOT be listed on the NASA HQ Triage List, will not be on the HQ software baseline document, and will not be maintained in the HQ Software Library.  Additional information is identified in Appendix B.
5.0
Custom and Web Applications

5.1
Custom and Web Application Testing

The SAIC ISEM contractor will test all custom applications to be deployed on HQ ODIN desktops or servers.  These applications must be tested on desktops and/or servers within the NASA HQ SEF that mirrors the architecture.  The SAIC ISEM contractor will provide the SAIC ODIN Team with a copy of the SEF Test Plan and Procedures for review and comment prior to testing.  The Test Plan and Procedures will outline the staff commitment required for testing and acceptance by both parties.  The test results will be provided to the SAIC ODIN Team when the testing is completed and maintained under ISEM Configuration Management.  Waivers for SEF testing must be obtained from the Software Development Manager and ODIN Service Delivery Manager for systems that can not be tested in the SEF.
5.2
Custom and Web Application Deployment

Custom and Web applications will not be deployed on HQ ODIN desktops or servers until the NASA HQ CCB has approved the deployment.  The installation, scripting and notification time required by ODIN must be coordinated prior to SRRT and ORR (See Section 4).  ODIN will provide the ISEM contractor with dates for the deployment window based on the schedule provided. Once the application has been approved, one of the following deployment approaches will be adhered to:

5.2.1 Deploying an Application for Five or Less Seats

A ticket will be opened to deploy the application.  The ISEM contractor must provide:

· The application media with the installation instructions to the software library 

· Testing Certification Documentation (Test Criteria and Results)

· 
· A list of application accounts (if required)

· User Training (if required)

· A list of seats requiring the deployment 

· CCB Approved Deployment Schedule

· User Notification Message

· Test on the ODIN Quality Assurance Systems (if required)

The SAIC ODIN Team will manually install the applications on the designated ODIN Seats

5.2.2 Deploying an Application for Six or more Seats

A ticket will be opened for the scripting, script testing and creation of the software distribution package. The ISEM contractor must provide:  

· The application media with the installation instructions to the software library 

· Testing Certification Documentation (Test Criteria and Results)

· A list of application accounts (if required)

· A list of seats requiring the deployment

· Personnel to test the application on the ODIN Quality Assurance Systems 

· 
· User Training (if required)

· CCB Approved Deployment Schedule

· User notification Message (if required)

The SAIC ODIN Team will, script, test script, create the software distribution package and deploy the application on the designated ODIN Seats.

5.2.3 Deploying a Server-Based Application

A ticket will be opened to deploy a server-based application.  The ISEM contractor must provide: 

· The application media with the installation instructions to the software library

· Testing Certification Documentation (Test Criteria and Results)

· A list of application accounts

· 
· User training (if required) 

· CCB Approved Deployment Schedule

· User Notification (if required)

· Outage Requirements (if necessary)

· Application Recovery Procedures

The ODIN contractor will deploy all application software on ODIN managed web/application server seats. The ISEM contractor will deploy database server software, and data as required, to ODIN-managed database server seats. The ISEM contractor will provide on-site support during the deployment of the applications, databases, or new products and services they designed/developed. This support will readily resolve any issues with the new ISEM application or its deployment.  The SAIC ODIN Team will be responsible for resolving workstation issues.  If a custom application, new product, or service developed by the ISEM contractor causes workstation issues that cannot be resolved, the machine will be restored to the original core load.


5. 3
Application Administration 

The SAIC ISEM Team will continue to administer the custom web/application components on the ODIN systems that contain applications developed by SAIC-ISEM.  This administration will include the configuration of the application area, setup application dumps for backup, posting of web-sites and troubleshooting of problems within the above areas.   Persons with the system administration responsibility in these areas will have permission to perform the necessary duties. The administration areas not related to problem resolution must be submitted on a Service Request.  Areas related to problems must be sent to the NASA HQ IT Support Center via e-mail.  The e-mail must contain the following information:

· Problem Description, what is affected, what ODIN system the problem is on, what work the system administrator is requesting to do or be done, and the impact or criticality of the problem.

· Request the Ticket be assigned to the LANOC or, if it is a Desktop Issue, request the ticket be assigned to H/W and S/W Team.

· The ODIN Team will contact the system administrator to work the resolution of the problem

5. 4
Database Administration 

The SAIC ISEM Team will continue to administer the databases deployed to ODIN-managed database servers. This administration includes the monitoring and tuning of database performance and capacity; database security and user account administration, definition, and maintenance of database backup and recovery procedures.  ISEM will assist ODIN in planning and executing database COTS software installations and upgrades; and providing assistance to ODIN and ISEM personnel in the investigation and resolution of problem tickets. Execution of database backup and recovery procedures are performed by ODIN, ISEM will assist ODIN as required.
6.0
Software Updates and Network Connectivity for SAIC ISEM Network Attached Devices (NAD)

The SAIC ISEM team will receive a schedule of software refreshes at NASA HQ.  The installation and deployment of the software is the responsibility of the SAIC ISEM team.  The SAIC ODIN team is responsible for providing the software in a timely manner to ensure the NAD stays current with the NASA HQ environment.  The software being delivered is E-Mail and calendaring.  

SAIC ISEM NAD problems calls related to connectivity issues to the e-mail and calendaring software provided by NASA HQ will be placed with the NASA HQ IT Support Center.  The ISEM Team will handle all other calls for NAD software and hardware assistance internally.

ISEM will initiate new, and delete unnecessary, NAD seats through an ISEM designated POC via the ODO System and process.  ISEM will notify ODIN of employee departures that require an account deletion within 1 day of the departure. ODIN will delete the account.  

7.0
Outage Notification Process

7.1
Scheduled Outages

The ADP/IT outages affecting NASA HQ must be posted to the outage page at http://www.hq.nasa.gov/outages.  All scheduled outages must be posted to the outage page at least three days prior to the event and must be approved by NASA CI. The SAIC ISEM Team and SAIC ODIN Team must notify and reach agreement with the respective teams five business days before the scheduled outage.  All scheduled outages will occur during non-prime-time hours 6pm-6am Monday-Friday and weekends. The outages must be approved by CI and coordinated with:

	SAIC ODIN
	SAIC ISEM

	Program Manager
	Program Manager

	Service Delivery Manager
	Operations Manager

	Customer Focus Manager
	Service Management Manager

	NASA HQ IT Support Center and NOC
	Support Services and HISPOC


All of the individuals occupying positions listed in the above table will be notified via e-mail of the outage completion and results.

7.2
Emergency Outage

Emergency Outages must be coordinated with Code CI.  The SAIC ISEM Team and SAIC ODIN Team must notify and reach agreement with the respective teams as soon as possible to limit the outage time for the user community.  All emergency outages occur during non-prime-time hours 6pm-6am Monday-Friday and weekends unless the severity of the problem does not allow for the delay.  All emergency outages must be posted to the outage page (if outage is scheduled at least an hour in advance).

7.3 Unplanned Outages

Unplanned Outages require immediate attention and coordination between affected groups in both ISEM and ODIN organizations. An immediate assessment of the circumstances will be performed by the appropriate system or application administrators to determine if a malicious intent was involved.  If malicious intent by internal or external parties is suspected, the ISEM Incident Response Process will be initiated and ISEM will manage the overall execution of the incident response.

8.0
NASA HQ Training Room

The NASA Headquarters Computer Training Center (CTC) is operated by the SAIC ISEM Team.  Machines in the CTC are classified as ODIN Seats.  These seats will be refreshed for hardware and software based on the ODIN Delivery Order levels. Above core software will be ordered through the ODIN catalog. ODIN provides software for training, and ISEM will install it.   The process for refreshing the training room systems for training classes is the responsibility of the ISEM contractor.  Each CTC workstation "ghost image" is captured on a CD.  These CDs are used to refresh each workstation.  The CTC maintains the configuration on the CD's and workstations and prepares the CTC workstations for training.  The ODIN Team will be responsible for assisting and troubleshooting problems within the training room.
9.0 User Resource Center (URC)

The SAIC ISEM Team will staff the User Resource Center (URC), which will be equipped with a variety of IT equipment and software packages.  Above core software will be ordered through the ODIN catalog.  All URC equipment is classified as ODIN seats.  ISEM URC personnel will provide walk-in help and tutoring for both ISEM and ODIN products.

10.0 Color Printer Consumables Refreshment

The SAIC ISEM Team will manage consumables, for example color toner and transparencies, for the shared color printers, which are ODIN equipment, that are located on various HQ floors.  The ISEM Team will ensure that orders are placed for consumables, check the status of consumables daily, and replace consumables as appropriate per printer vendor guidance.  The SAIC ODIN Team will provide hardware maintenance and repair for these color printers.

11.0 AV Support

The SAIC ISEM Team will provide presentation loading and specified on-site IT support, as documented in the ISEM AV Guidelines (provided as a separate task order deliverable), for all events requiring audio-visual services at HQ.  Support for workstations in the HQ conference rooms and for network connectivity of these workstations will be provided by the SAIC ODIN Team.

12.0 Network Operations Center

ODIN manages the HCN and NOC systems. ISEM manages the HISP and shares usage of NOC systems.  ODIN will coordinate changes in NOC systems with ISEM. ISEM will request changes to NOC systems through ODIN.

13.0 Systems Engineering Facility

ODIN provides and maintains the functionality of the SEF seats. ISEM manages and schedules activities in the SEF for all contractors. ISEM manages the configurations on the ODIN seats as required for testing varied scenarios. 

14.0
Application and Web Development Servers

The Application and Web Development Servers will be administered and managed in a shared environment between the SAIC ODIN and SAIC ISEM Teams, as defined using the ODIN Model.  The table in section 14.3 identifies the roles and responsibilities for ODIN servers with “Regular” system administration privileges. 

14.1 Responsibilities During a NASA HQ Configuration Change
Configuration changes at NASA HQ follow a stringent process and are implemented only after receiving NASA approval through the Configuration Control Board (CCB).  Configuration changes are most often are implemented through the submittal of a Class 1 Service Request.  ISEM generally manage/lead requests for developing and implementing new software applications.  ODIN generally manage/lead requests for modifying ODIN seats or services.  Attachment C of this MOU provides a process flow diagram of the interaction of ODIN and ISEM through the Service Request process. 
Configuration Changes are processed through the CCB under a Class 1 Service Request.  The Class 1 Service Request process, as documented in the ISEM Process Tracker categorized under Systems Assurance (http://isem-web-prod/isem), identifies the roles and responsibilities shared between ODIN and ISEM.  ODIN and ISEM will work together throughout the life cycle of a new application.  Application hosting solutions are documented at the Critical Design Review and new seat and/or catalog procurements are defined.
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14.2
Account Administration

All users and privileged and/or limited privileged account request will be processed via the NASA HQ 224 process. The SAIC ODIN Team will manage the NHQ 224 process and track all account information.  The SAIC ISEM Team will administer all custom application and MSFC NACC accounts.  The SAIC ISEM Team will adhere to security policies for management of accounts for these applications.  The SAIC ISEM Team Account Administration will only have access privileges to allow for account creation and password resets for custom applications on ODIN Managed equipment.

14.3
System Administration

Server administration is shared between ODIN and ISEM personnel for designated servers.  The system administration of these servers will be at the ODIN “Regular” System Administration Service Level where ISEM has system administration responsibility.  The below table reflects the roles and responsibilities for ODIN seats on which ISEM personnel have administrator privileges.
	ODIN
	ISEM

	System Administration

	· Regular ODIN Service Level; However System Admin responsibility is shared with ISEM (ISEM has primary responsibility)

· Manage NASA 224 Process for end users, privilege accounts, root password

· Basic Network security

· Problem tracking
	· Account management

· Administer local directories and resident applications

· Error detection

· Configuration Management

· User support



	Maintenance

	· Server availability for hardware and tech refresh problems only

· Applicable ODIN Service Level
	· Server Availability for system, software, application, etc. All problems not related to hardware or tech refresh 

· No primary Maintenance responsibility – may need to provide assistance as required for application and database specific actions

	Storage Volume

	· Applicable ODIN Service Level
	· No primary responsibility – may need to provide assistance as required for application and database specific actions

	Data Backup and Restoration

	· Regular ODIN Service Level
· Requires backups of seat data to be performed daily
	· Database backup and recovery

	Performance Delivery

	· Per Applicable ODIN Service Level
	· N/A

	Problem Tracking and Error Detection

	· Notify ISEM on all problems and/or resolutions identified on shared administration servers
	· Provide trouble ticket monitoring and insure ticket closure on all problem calls
· Notify ODIN on all problems and/or resolutions identified on shared administration servers 


Security Monitoring & Management

· Administrative passwords must be updated by the primary system administration organization on a time schedule consistent with security policy.  
· Root/System Level passwords will be stored in the ODIN safe.    
· ISEM will provide network level security services and enforce application level security. 

· ISEM will repair all security violations within the time period set by ODIN.  Systems that are not corrected in the designated time will be removed from the network



Configuration Management

Changes to these systems are managed under the normal CCB process for presentation and approval of change requests.

System Availability

ODIN will be responsible for outages related to hardware or problems occurring with COTS products due to Tech Refresh.  All other outages related to the software, configuration, application etc. will be counted against the ISEM contractor’s availability metric.

15.0 ODIN Use of IWMS

The SAIC ISEM Team will maintain and administer the Service Request (SR) workflow management system, “ISEM Work Management System” (IWMS).  All NASA customer requests for new or modified Headquarters services will be entered and tracked in IWMS, including ODIN Class 1 SRs.   The SAIC ISEM Team will provide IWMS accounts and access to the SAIC ODIN Team as applicable, for management and status tracking of ODIN SRs.

16.0 CCB Support

Both ISEM and ODIN are represented at CCB meetings to facilitate coordination and cooperation between the two organizations through the CCB process.  

ODIN supports the CCB process by communicating with the CCB Secretary as required to schedule, status, or disposition CCB items.  Before CCB meetings, ODIN provides input to ISEM on SR’s that require ODIN deployment of custom applications software to ODIN seats.  Installation, scripting, and notification time are coordinated with ISEM prior to SRRT and ORR. 

ISEM supports the CCB process by communicating with the CCB Secretary as required to schedule, status, or disposition CCB items.  ISEM coordinates with ODIN on installation, scripting, and notification time prior to SRRT and ORR for SR’s that require ODIN deployment of software.

17.0 Offsite Facilities

The WOC and Kidwell facilities are primarily intended to support the ISEM task order.  However, selected personnel also provide support to non-ISEM projects, including the ODIN delivery order.  Facilities and equipment costs for these locations will be allocated to the affected orders appropriately to ensure proper reporting and invoicing.   

18.0 IT Security

18.1 NASA Roles and Responsibilities

NASA Headquarters, through the Code CI, Center IT Security Manager (CITSM) has overall responsibility for the NASA Headquarters IT Security Program. Roles and Responsibilities for the CITSM are prescribed in OMB Circular A-130 “Management of Federal Information Resources”, NPG 2810.1 “Security of Information Technology”.


18.2 ISEM Roles and Responsibilities
The ISEM IT Security Program is a direct extension of the NASA Headquarters IT Security Program.  ISEM directly supports this effort through a team of professional security analysts, trained in the Federal Regulations and NASA policies that govern.

The ISEM Security Manager interfaces directly with NASA personnel involved in security tasks.  This manager serves as the SAIC/NASA liaison for the day-to-day management and performance of the security efforts.  

ISEM is responsible for preparing and maintaining the Center IT Security Plan.  The ODIN IT security analyst will provide input to the Center IT Security Plan.
ISEM is responsible for preparing and maintaining security plans for its general support systems and major applications.
ISEM is responsible for preparing and maintaining an IT Security Management Plan.
ISEM is responsible for the coordination, preparation and testing of the Center Contingency Plan. ISEM is responsible for preparing system restoration procedures for the systems and applications for which it is responsible.  

18.3 ODIN Roles and Responsibilities
The ODIN IT Security Program is also a direct extension of the NASA Headquarters IT Security Program.  ODIN directly supports this effort through the administration and performance of baseline security requirements established in NPG 2810.1, OMB A-130.  The overall intent of the ODIN IT Security Program is to provide security support to NASA Headquarters.

ODIN is responsible for providing input to ISEM for the development and maintenance of an IT Security Management Plan.
ODIN is responsible for preparing and maintaining security plans for its general support systems and major applications.
ODIN is responsible for preparing system restoration procedures for the systems and applications for which it is responsible.  ODIN is also responsible for contributing to the Center Contingency Plan

18.4 Program Coordination

ISEM provides lead coordination in the identification and resolution of redundant or complimentary security activities, which arise in the ODIN delivery and ISEM task orders.  The intent is to provide NASA HQ with an overall, effective and complete program that operates within task and delivery order parameters.

18.4.1 PKI Roles and Responsibilities

Support for Public Key Infrastructure (PKI) at NASA Headquarters is a shared responsibility between ODIN and ISEM. ODIN and ISEM vendors will collaborate on all software upgrades and configuration changes.

The ODIN vendor is responsible for the installation and maintenance of the PKI client and server software programs residing on the NASA HQ Desktops and servers. ODIN provides support for PKI software through the ODIN standard support model (Help Desk/On-site support).  ODIN performs tech refresh of ODIN baselined products and adds new items as requested by NASA.
The ISEM vendor is responsible for the administrative functions of the PKI Server software to include adding/deleting and recovering accounts. ISEM performs architecture evaluations as requested by NASA. Training for PKI will be developed and conducted by ISEM as required.
18.5 Support of the Agency IT Security Program

The NASA Headquarters’ IT Security Manager supports  the Agency IT Security Program as required.  The ISEM Security Manager works closely with the NASA Headquarters Security Office and the NASA Headquarters IT Security Manager to provide this support.  The ISEM Security Team also provides support in the areas of policy and procedure development and maintenance, policy impact and security awareness and education.
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19.0  CAD/CAFM Problem Resolution
19.1 ODIN Roles and Responsibilities 

ODIN is the primary POC for customers to receive support on the CAD/CAFM system.  The ODIN Help Desk will open a trouble ticket and coordinate support after determination of support responsibility as outlined in the problem resolution procedure.  ODIN will provide standard hardware and software workstation and printer troubleshooting.
19.2 ISEM Roles and Responsibilities 
ISEM will assist ODIN with technical support for CAD/CAFM after receiving a trouble ticket transferred from the ODIN Help Desk.  ISEM will troubleshoot and repair as appropriate possible issues relating to the Archibus and AutoCAD software.  ISEM will further provide ongoing support to defining the architectural engineering of the infrastructure designed for the CAD/CAFM system.  ISEM will coordinate and assist the vendor (OCE) for support as required. 
19.3 NASA Roles and Responsibilities 

NASA personnel will open a problem ticket through the NASA IT Support Center. NASA will call the CAD/CAFM vendor OCE for further support if the problem is determined by the ISEM engineer as being the responsibility of the OCE vendor.  NASA will close the problem ticket upon acceptance of problem resolution.
19.4 CAD/CAFM Problem Resolution Procedure
1. Any Problem – Call 358-HELP

1.1. ODIN Help Desk troubleshoots initial question.

1.1.1. For workstations, connectivity to HQ LAN, database performance, scanners, or printing to network printer(s) and plotters ODIN will pursue its standard problem resolution procedure.

1.1.2. Workstation core load software – standard ODIN troubleshooting.

1.1.3. Workstation special software – Archibus, AutoCAD, Architectural Desktop – ODIN will provide initial assessment and will transfer the ticket to ISEM for resolution if escalation is required.

1.1.4. Printing or scanning problem of any type – Help Desk consultant asks caller if problem is with:

1.1.4.1. Network printer(s) – standard ODIN troubleshoot on network printing.

1.1.4.2. OCE printing – ODIN transfers the ticket to ISEM for resolution.

1.1.4.3. OCE scanning – ODIN transfers the ticket to the ISEM for resolution.

1.1.4.4. HP Plotter – ODIN transfers the ticket to ISEM for resolution.

2. ISEM Help Desk contacts ISEM Engineering focal for CAD/CAFM.

2.1. ISEM Engineer determines if printing problem may be:

2.1.1. Referred directly to OCE

2.1.1.1. If direct to OCE – engineer informs Customer Ed Hurley who calls OCE

2.1.1.2. ISEM Engineer participates in OCE site visit if possible.

2.1.1.3. After OCE visit, ISEM engineer confirms the problem resolution with Customer Ed Hurley, and the engineer enters the resolution and closes the ticket.

2.1.2. Or if the problem warrants an engineering site visit to:

2.1.2.1. Troubleshoot.

2.1.2.2. Resolve problem.

2.1.3. ISEM Engineer will document trouble call and track the problem to resolution.

2.1.4. Perform steps 2.1.1 through 2.1.3 until problem is resolved.

2.2. ISEM Engineer determines if software problem may be:

2.2.1. Archibus – follow standard ISEM Engineering MOU with ODIN on SW fixes.

2.2.2. AutoCAD – follow standard ISEM Engineering MOU with ODIN on SW fixes.

2.2.3. Arch Desktop – follow ISEM Engineering MOU with ODIN on SW fixes.

2.3. ISEM Engineer closes ISEM tickets according to standard procedure.

ATTACHMENT A
Incident Response Process

ATTACHMENT A: Incident Response Process

(1) The person or team who discovers a suspicious situation is responsible for immediately investigating the situation or immediately turning that responsibility over to a more appropriate person/ with confirmation that immediate action will be taken.  

Notification after hours for ODIN managed systems will be sent as pages to the NOC staff member on duty with a message content that will identify the host and problem.  They will then assess the situation, open a ticket with the NASA HQ IT Support Center and notify additional staff if needed.

Notification after hours for ISEM is limited to calls to the duty phone.  The phone is managed by the ISEM CERT. They will then assess the situation, open a ticket with the NASA HQ IT Support Center and notify additional staff if needed.

Can the activity be explained or dismissed. Investigate without changing any system parameters or log files, and without raising suspicion, for no more than one hour.  HISP monitored or blocked activities that are malicious in nature may be explained but may not be dismissed.

(a) No, If the situation seems to indicate unauthorized access, unauthorized activity, denial of service, non-trivial probing, or any other activity that could be expected to lead directly to any of the above, continue to step (2).

(b) Yes, If the situation is commonplace, does not violate policy and is not likely to lead directly to any of the above, then log and share the knowledge as appropriate for purposes of cross-training and the keeping of statistics, but do not treat as a security incident.  No further action required.

(2) The User who discovers a suspicious situation is responsible for immediately notifying the NASA HQ IT Support Center who will open a Ticket and update the information as it is received.  This information will be made available to the ISEM CERT for reporting purposes.

(3) The NASA HQ IT Support Center will immediately notify the ISEM Computer Emergency Response Team (CERT).  The ISEM CERT will gather as much of the information described in step 8 as available.  Continue to step (4).
	ISEM CERT

	IT Security (Lead)
	(202) 651-8501
	Virus, Host Compromises, NASIRC Alerts, Inter-Center Issues, Internal or Personnel related, Policy Issues, and others not listed below.
	Security@hq.nasa.gov

	HISP
	(202) 358-2252
	Port Scans, and Firewall related issues
	

	NASA HQ IT Support Center
	(202) 358-HELP 

(866) 4NASAHQ (462-7247)
	Virus
	Service@hq.nasa.gov www.odin.hq.nasa.gov


(4) The ISEM CERT will make a quick assessment of the Threat situation.  This will be primarily to determine who should initially be involved in the actions to follow and the systems affected. CERT will initiate a log of activities that occur during the remainder of the process.  The intent is to facilitate reporting and the possibility of a formal investigation.

(5) The ISEM CERT will send appropriate notifications.  Continue to step (5). 

	Required
	If Applicable

	NASA IT Security Manager
	ODIN LANOC

	NASA Engineering Manager
	ODIN Customer Focus Manager

	ISEM IT Security Manager
	ODIN Security Analyst

	WANOC
	ISEM Applications Manager

	ODIN Service Delivery Manager
	ODIN DOTOCR

	ISEM Engineering Manager
	ISEM COTR


(6) The ISEM IT Security Manager will head up a Joint ODIN/ISEM Initial Coordination and Assessment Meeting held in the NHCC.  All parties notified will be in attendance.  This group will be referred to as the Incident Response Team for the remainder of the instructions.  This Team is responsible for making a determination as to the "real" and "potential" threat to any involved networks, systems or applications.  They will also address any "emergency" or "critical" mitigations for which immediate action is required. Continue to step (8).

(7) The NASA HQ IT Support Center, ISEM WANOC, and ODIN Service Delivery will provide relevant information to the ISEM CERT to facilitate the preparation of Notifications.

(8) The ISEM CERT will send email notifications to NASIRC, (nasirc@nasirc.hq.nasa.gov), TecNet (tecnet@hq.nasa.gov), and POC's for connected contractor networks.  Content of the message should include:
· Destination: 

· Protocol: 

· Source Port: 

· Dest.   Port: 

· Packet Type: 

· Time: 

· Stop: 

· Notes: 

Cc: the message to the complete list above in step (4)

Follow up Notifications are required to NASIRC with any significant changes in the situation to include resolution.

(9) Based on the initial assessment the ISEM IT Security Manager, ISEM CERT, NASA ITSM and NASA Engineering Manager will make a determination as to whether the situation can be explained & dismissed.  NASA ITSM has final word.

(a) Yes, If the situation can be dismissed continue to step (17)

(b) No, If the situation can not be dismissed continue to step 
(10)
 The Computer Emergency Response Team comprised of representatives from each support sector will develop and propose a Response Plan or Mitigation strategy.  This will be presented to the NASA IT Security Manager.
(11)  
The NASA HQ's ITSM will consult with other NASA officials and will make the decision to approve or to disapprove the plan.  This may include removal of a system, firewall changes, or identification of criminal activity. Continue to step (12) if approved.  
(12)  
The NASA IT Security Manager will make a determination if the activity is Suspected of Criminal Intent.

a) Yes, If the situation is suspected to be criminal then continue to step (13).

b) No, If the situation is not suspected to be criminal then continue to step (14).

(13) 
If the situation is suspected to be criminal the NASA IG should be notified.  Content of the message should include the same information as in Step (8). The IG's office will make a determination on the level of involvement they wish to dictate.  The NASA IT Security Manager will make any further determinations on execution. Regardless, a copy of the final Incident Report should be sent to the IG's office if they were involved at this step.  Continue to step (14).  

(14) Each support sector will implement their aspects of Response Plan or Mitigation Strategy.  Continue to step (15).

(15) Continue to watch the situation and the effectiveness of the Plan

(a) Yes, If the Plan works, continue to step (17).  

(b) No, If the Plan does not work, return to step (10).

(16) The ISEM CERT is responsible for completing the Incident Response Report within 24 hours of resolution of the situation.  (NHQ 187). Other involved contractors and NASA Officials are responsible for contributing to the content as appropriate. If the IG's office was notified earlier or if the activity was found to be criminal, a copy of the report should be sent to the NASA IG's office.

(17) Close the Ticket.  The ticket will serve as the official record and should be cc: to the ISEM CERT. Send appropriate notifications and track follow-up actions as needed.

ATTACHMENT B

Ground Rules for Use of the

SAIC Time Reporting System (STRS) Application 

Attachment B:  Ground Rules for Use of the SAIC Time Reporting System (STRS) Application on HQ Workstations

BACKGROUND

SAIC requires that all employees report their time using the STRS application.  Use of paper timecards is allowable only on an exception basis.  The STRS executable application is available for downloading by SAIC employees from the SAIC On-line Company Store, via the Internet.  Installation instructions are provided on the Information Source for SAIC (ISSAIC) web site.  The use of STRS by SAIC employees working on the NASA IR&MS contract and it’s successor contracts, ODIN and ISEM, became effective with the acquisition the Boeing Information Services subsidiary by SAIC in July, 1999.

AUTHORIZATION

SAIC employees using workstations attached to the NASA network are authorized to use the baselined version of the SAIC STRS application for time reporting.

DOWNLOAD AND INSTALLATION
The STRS executable application is to be downloaded ONLY from the SAIC On-line Company Store and is to be installed in accordance with the instructions provided by SAIC.  Copying the executable from one workstation to another is not allowed. 

TECHNICAL SUPPORT
Assistance with downloading, installation or use of STRS is available from SAIC on-site Infrastructure Support personnel at the WOC and Kidwell locations and from ODIN staff personnel at HQ.  Problems and/or requests for support on the STRS application should be directed to the appropriate internal ODIN/ISEM Program Support organizations.  The ITSC should not be called regarding STRS problems or questions.  Problems reported to the SAIC IT Support Center (ITSC), will be dispatched directly to the responsible support organization, and will not be entered into the Remedy system or treated as a critical uplift, or  otherwise reported as a NASA service call. Any restore to service caused by STRS will not be charged to NASA.  STRS will NOT be listed on the NASA HQ Triage List, will not be on the HQ software baseline document, and will not be maintained in the HQ Software Library.

SECURITY / CERTIFICATION
New releases of STRS will be documented on a SR, integration-tested in the SEF, reviewed by the SAIC IT Security staff, and presented to the NASA HQ CCB for authorization to deploy, in accordance with the HQ ORR Standard Operating Procedure.
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