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NASA HEADQUARTERS NETWORK SECURITY POLICY

1. Purpose 

This document establishes the network security policy for NASA Headquarters. The intent of this policy is to ensure the implementation of a security model, architecture and mechanisms necessary to maintain network security and protect information resources critical to the success of NASA while continuing to support the mission of the Headquarters enterprise. The NASA Automated Information Security Handbook, NHB 2410.9A, requires that all information stored, transmitted or processed within NASA networks be safeguarded consistent with the level of risk and potential for harm that may result from loss, alteration, unavailability, or misuse. The major objective of this policy is to protect Headquarters Information Technology (IT) resources from threats originating outside the Headquarters network. 

Rationale: The focus of the Network Security Policy is the decisions and activities associated with a Center-wide firewall, which offers significant protection against outside threats, but which offers no protection against threats originating inside the Headquarters network.

2. Scope 

This policy applies to all networks, systems and services managed by NASA Headquarters. This policy also applies to other networks, systems and services directly connected to a NASA Headquarters-managed network, system or service. 

Rationale: Exceptions to the rule put all other protected systems and services at risk.

3. Network Structure 

NASA Headquarters supports three Local Area Networks (LANs): the Private Network, the Public Network and the Unsecured Network. The Private Network provides maximum security safeguards for Headquarters' most valuable systems and services by providing access only to Headquarters users.  The Public Network provides restricted interoperability with the public plus significant security safeguards. The Unsecured

Network provides virtually unrestricted interoperability with the public. 

Rationale: Maximum security safeguards and public interoperability cannot be achieved

concurrently. Significant security safeguards and unrestricted public interoperability are also mutually exclusive. Three separate networks are therefore required to meet these disparate security and functionality goals. 

The Private Network and the Public Network are insulated from each other and from the Internet by a firewall. All three networks are further insulated from the Internet by a Border Router. Certain off-site contractors may be connected to the Private Network or to the Border Router. 

Rationale: The disparate security and functionality goals can be achieved using

contemporary technology only if three different LANs are established, two behind and separated by a firewall and the third outside the firewall,

each with its own rules. The Border Router provides for the merging of all Internet

connectivity (NSI, PSCNI and perhaps a commercial ISP) and for the merging of all HQ

systems and networks needing Internet connectivity (the firewall, the Unsecured

Network, and certain off-site contractors). The Border Router also provides an obvious

demarcation between controlled and uncontrolled address space and provides rudimentary protections appropriate for all Headquarters systems and services, including those outside the firewall.

4. Definitions 

The following terms are defined for the purpose of this policy. 

4.1  Service.  A service is defined as multi-user IT functionality established for research or testing (developmental) or for the benefit of other users (production) including infrastructure support such as switching, routing and monitoring. 

Rationale: This policy delineates certain service-level constraints. It must be clear what

constitutes a service. A broad definition was chosen so as to not let anything slip through. In certain instances, this policy differentiates between developmental and production services, which must also be clear. 

4.2  Enterprise Service.  An Enterprise service is defined as a service funded and maintained by Code CI. 

Rationale: By charter, Code CI funds and maintains the services used enterprise-wide. 

4.3  System.   A system is defined as a collection of hardware and software

operated (either developmental or production) for the purpose of supporting one or more services. 

Rationale: This policy delineates certain system-level constraints. It must be clear what

constitutes a system. A broad definition was chosen so as to not let anything slip through. In between developmental and production systems, which must also be clear. 

4.4  Network.   A network is defined as a collection of interconnected systems sharing similar address space. 

Rationale: This policy delineates certain network-level constraints. It must be clear what

constitutes a network. A broad interpretation was chosen so as to not let anything slip through. 

4.5  Headquarters User.   A Headquarters user is defined as a Headquarters-badged employee or support contractor, including off-site contractors if Headquarters-badged. 

Rationale: For this policy to be enforceable, Headquarters must be able to exercise adequate control over all users of Headquarters IT resources. 

4.6  Off-site Contractor.   An off-site contractor is defined as a Headquarters partner, including the SAIC Team, operating their own systems and services in their own physical space and being connected to the Headquarters network via a serial connection. 

Rationale: Headquarters must continue to support this type of connectivity due to contractual commitments. 

4.7  Privileged Account.   A privileged account is defined as an account empowered to add, modify or delete operating system files, application software, configurations, account privileges or passwords, audit logs or security controls. 

Rationale: Accounts with such privileges are quite often the target of hackers and consequently deserve extra protection and are therefore addressed separately. 

4.8  Trusted Workstation.   A trusted workstation is defined as a client system that

physically resides within Headquarters or other approved space (e.g. off-site contractors, systems at home and on travel), running Headquarters-approved connection software and being disconnected from all systems and networks not Headquarters-approved while connected to the Headquarters Private Network2. 

Rationale: Workstations are a prime gateway to Headquarters IT resources. Although not

discussed in detail in this policy, the physical security of all connected devices is paramount - good logical security rarely compensates for inadequate physical security. Since most logical security is protocol- and path-dependent, the method of connection is also critical. Any connection to an unapproved system could generate a connection that circumvents the firewall, thereby reducing its effectiveness. 

4.9  Unacceptable Risk.   An unacceptable risk is defined as a situation where the probability of negative impact coupled with the cost to recover from that impact exceeds the benefit of the situation, as arbitrated by the CCB. 

Rationale: By Federal mandate (OMB Circular A-130), all Federal agencies must manage the risks associated with Federal IT resources. The risk is deemed acceptable where the benefit outweighs the risk or where the cost of mitigation exceeds the expected loss. Unacceptable risk must be mitigated. As these are subjective conditions, the CCB will arbitrate as necessary. 

4.10  Security Review.   A Security Review is a process overseen by the Security Team that results in a brief report indicating the extent to which a planned change complies with Headquarters policy and meets any security requirements established for the affected systems and services. 

Rationale: The Security Team is required by task order to provide a security evaluation for each new or significantly modified Headquarters application and system prior to deployment. The Team depends on input from the appropriate "subject matter experts" across the Program, but retains overall responsibility for the conduct and delivery of the evaluation.

5.  General Network Rules (applies to all Headquarters systems and services) 

5.1  Regardless of the host network (Private, Public or Unsecured), services and data will share a host only when they have similar security requirements and pose similar risks. 

Rationale: A service having less stringent security requirements or that poses a risk itself

cannot realistically co-exist with a service having more stringent security requirements without putting the more stringent service at risk. This situation must be avoided. 

5.2  System and application level security standards will be enforced to the greatest extent permitted by budget and contemporary technology, and will be reflected in the appropriate system and application security guidelines.  System certification remains mandatory for all production systems, and is achieved by demonstrating compliance with all applicable security guidelines. Developmental systems are

addressed in Section 5.12. These processes are necessary even on the Private Network due to the "inside" threat and the probability that the firewall will be breached. 

Rationale: The firewall is not a panacea; it protects only against certain outside threats. In

order to protect against additional outside threats, plus inside threats, plus the inevitability

that the firewall will be breached, systems and applications must continue to protect themselves. In order to ensure consistency across the enterprise, security guidelines will be provided. Only through system certification can Management be assured that the standards are being enforced. 

5.3  In all cases, services that pose an unacceptable risk to any Headquarters system or service will not be allowed, and if found will be disconnected. More specifically: 

Rationale: As explained in Section 4.9, by law unacceptable risk must be mitigated. 

5.3.1  No unnecessary services or unused software will be allowed. 

Rationale: Unnecessary services and unused software can be misused and thereby generate additional risk, but offer no benefit. 

5.3.2  No duplication of Enterprise services will be allowed unless business requirements cannot otherwise be met, as arbitrated by the CCB. 

Rationale: Each enterprise service is as tightly structured and controlled as possible, and is  therefore operated at less risk than a less-tightly structured and controlled service. Additionally, multiple instances of the same service cannot be as tightly structured or controlled as only one instance. 

5.3.3  No service that uses clear-text reusable passwords across the network will be allowed if technically avoidable. 

Rationale: Passwords can easily be "sniffed" and then used in an unauthorized manner. This common problem can be avoided by using either encryption or any form of advanced authentication such as one-time passwords. 

5.3.4  Each service must provide an appropriate level of access

control configured for the smallest possible audience. 

Rationale: Since most systems support multiple services, each service must act independently to further reduce the risks associated with its operation. Authorizations granted unnecessarily increase risk, but offer no benefit. 

5.3.5  All appropriate patches must be applied. 

Rationale: Many patches alleviate security vulnerabilities. An un-applied patch isn't worth the disk space it isn't occupying.

5.3.6  No service will be allowed that presents a known risk of

increased access or control or decreased availability of other client/server processes, data, applications or configurations if that service is compromised. Known risk is based on a search of relevant CERT and NASIRC warnings as well as SEF testing. 

Rationale: The risk (to itself) of providing a service must be acceptable in light of the benefit that service provides. Each service is evaluated independently. In most cases, risk

interdependencies are indeterminate and unmanageable, and therefore unacceptable. 

5.4  The system or service owner must acknowledge in writing any known risk and all applicable constraints set forth in Headquarters policy. If found to be compromised or no longer compliant with Headquarters policy, the system or service may immediately be disconnected from the network. 

Rationale: Risk can only be legitimately assumed by the owner of that which is at risk. Ignorance of Headquarters policy is no excuse. A compromised or no-longer-compliant system poses an unacceptable risk to itself and potentially to other systems and services. 

5.5  Headquarters-approved advanced authentication and session encryption are mandatory when privileged accounts are used on Headquarters systems. These same features are required where technically available for non-privileged accounts, and are preferred for all network transactions involving Headquarters systems, both inbound and outbound. 

Rationale: Due to the risks associated with the use of privileged accounts across a network, advanced authentication is necessary to protect the account itself and session encryption is necessary to protect the sensitive information typically accessed by such accounts. Where available, these same protections are generally justifiable for non-privileged Headquarters accounts as well. Due to the common practice of manual password synchronization (using the same password for multiple accounts belonging to the same user), these protections are also well-advised for non-Headquarters systems

accessed by Headquarters users in order to reduce the risk to Headquarters systems should the password be "sniffed." 

5.6  All accounts on Headquarters systems, both developmental and production, must be managed or coordinated by the IT Support Center. Off-site contractors must enforce adequate standards in administering accounts on their systems. 

Rationale: Only through the use of a central database can all users of a Headquarters system suspected to be compromised be quickly identified and contacted. Due to the common practice of manual password synchronization  (using the same password for multiple accounts belonging to the same user), Headquarters must also be able to quickly identify all other Headquarters systems with accounts in common with a system suspected to be compromised. 

5.7  Off-system logging, remote system monitoring and secure remote system administration are required where technically available. 

Rationale: Due to the common practice of altering the system audit logs as part of hacking a system, only through the use of off-system logging can the integrity of the audit logs be maintained. In order to achieve high availability, remote system monitoring is required for support personnel to receive timely notification of system problems. Due to the risks associated with the use of privileged accounts across a network, secure remote system administration is necessary to protect the administration account itself and to protect the sensitive information typically accessed by such an account. 

5.8  No dial-up, dedicated or virtual communications links that circumvent the firewall are permitted, except for the following. 

Rationale: A Center-wide firewall provides protection against outside threats only if it

monitors and controls the flow of all electronic traffic into and out of the Headquarters network.  Any traffic that intentionally circumvents the firewall reduces the firewall's effectiveness, and any route around the firewall provides a path for unwanted traffic. 

5.8.1  Where justified by business requirements, a user may

request desktop dial-out hardware, terminal emulation software (no SLIP or PPP), and an outbound-only analog telephone line. Dial-in to the desktop remains prohibited. 

Rationale: Official business sometimes requires that HQ users access other governmental

systems that are not Internet-accessible. The approach described enables such connectivity and also minimizes the risk to the rest of the HQ IT infrastructure. 

5.9  No system or service may advertise or respond to queries regarding the configuration of Headquarters systems or services, beyond that which is required to provide approved functionality. 

Rationale: Since the first step in launching an attack against a system or network is learn more about that system or network (in order to find the weaknesses), the less that is known by outsiders about the structure of the Headquarters network, the lower the probability of success of an attack. 

5.10  No waivers to this policy will be granted. Where a service is proposed that cannot meet these requirements, a change in policy must be requested via the CCB. 

Rationale: Since security operates on the "weak link" theory, waivers or exceptions put the entire network at risk. In order to properly manage that  risk, it must be incorporated into the plan and agreed to by all parties. 

5.11  All systems and services on any Headquarters network are Federal IT resources and must be operated and used as such, i.e. reasonable and due care must be taken and unauthorized use will not be tolerated. Real-time monitoring and unannounced security audits will be used to enforce these rules. Costs for each security incident will be calculated and forwarded to Headquarters management for review. 

Rationale: The Paperwork Reduction Act establishes a broad mandate for agencies to

perform their information management activities in an efficient, effective and economical manner.  GSA's Federal Information Resources Management Regulation's definition of "Federal information processing resources" clearly includes all Headquarters systems and services.  Numerous Federal mandates assign responsibilities, preclude unauthorized use, allow for monitoring and require auditing. More recently, OMB has required that the financial impact of inadequate security be identified. 

5.12  Any new developmental system or service or change to an existing system or service that may negatively impact another system, service, application or data must be announced to the Headquarters NOC shortly before being established on any Headquarters network.  No user or guest shall introduce any device (e.g. hublets, wireless devices, servers, workstations, laptops, PDA’s, modems, printers, etc.) to a Headquarters network without prior advanced approval by Code CI.

Rationale: In order to avoid wasting significant resources in trying to identify the source and nature of potentially suspicious activity detected within the Headquarters network, a more pro-active approach is required. 

5.12.1  The announcement must take the form of an E-mail to "develop@hq.nasa.gov" identifying the type of service, name of system and IP address, production/pilot/research/testing status, and protocols/ports to be used and from where. 

Rationale: E-mail messages to a functional folder are quick and painless for the sender, and are effective and manageable for the NOC. They also provide an audit trail. The NOC needs these details in order to properly interpret changes in network activity. 

5.12.2  If the service uses a non-baseline product, the announcement must also include a description of any intensive use of processor time, bandwidth or drive space on another system as well as reference to further information regarding the new or changed implementation. 

Rationale: The NOC needs these details in order to properly interpret changes in network activity. 

5.12.3  All applicable security guidelines should be followed to

the greatest extent possible. 

Rationale: Since security operates on the "weak link" theory, inadequately secured systems and services put the entire network at risk. 

5.12.4  For a new service that may go into production, a Security Review should be requested early in the design phase.

Rationale: Proper protection is much easier to "design in" than to add on later.

6. Private Network Rules (in addition to General Network Rules) 

6.1  The services on the Private Network are provided for Headquarters users only, requesting service from a "trusted" workstation via a connection that does not cross the firewall.  In order to achieve maximum security within the Private Network, the public will be denied direct access. 

Rationale: E-mail messages to a functional folder are quick and painless for the sender, and are effective and manageable for the NOC. They also provide an audit trail. The NOC needs these details in order to properly interpret changes in network activity. 

6.2  All Headquarters user workstations including laptops and docking stations will be located on the Private Network. Off-site contractor workstations will either be connected to the Private Network or to the Border Router, depending on business requirements and contractual arrangements with NASA Headquarters. 

Rationale: In order to adequately protect user workstation programs and data, they must be located behind the firewall. In order to adequately protect the Private Network systems and services accessed from these workstations, the workstations must not be separated from those systems and services by the firewall (see rationale for Section 6.1). 

6.3  While connected to the Private Network via the Enterprise Dial-in Service, the user carries the burden of securing the space in which the workstation is being used and securing any data that is downloaded. Once a dial-in connection is properly

established, all privileges and available services are the same as if physically connected to the Private Network. 

Rationale: Workstations are a prime gateway to Headquarters IT resources. Although not

discussed in detail in this policy, the physical security of all connected devices is paramount - good logical security rarely compensates for inadequate physical security. Headquarters users remain responsible for any Headquarters data in their possession. By design, all privileges and services available at Headquarters workstations are also available via dial-in from home or travel. 

6.4  Access to services on the Private Network must be constrained, by both the firewall and the services themselves, to users on the Private Network (to include those connecting via the Enterprise Dial-in service). 

Rationale: "Layered" security is more robust than any singular approach. Both the firewall and the services themselves must act (independently) to enforce Section 6.1. 

6.5  Services on the Public Network or beyond the firewall, including services on the Unsecured Network, can be accessed from the Private Network without constraint unless shown to present an unacceptable risk to any Headquarters system or service. 

Rationale: Open access is desirable. Insufficient vulnerabilities have been discovered in

"outbound" sessions to justify blocking all such sessions by default. Where such vulnerabilities have been identified that may adversely affect a particular product or protocol, or where allowing that protocol outbound through the firewall may adversely affect other Headquarters systems or services, that protocol must be blocked. 

6.6  There are no additional constraints on the services that may be provided within the Private Network beyond those described under the General Network Rules. 

Rationale: In order to encourage individual and group productivity within Headquarters, the use of non-baseline products and protocols is permitted within the constraints of the General Network Rules. In light of the protections offered by the firewall, no additional constraints are deemed necessary at this time.

7. Public Network Rules (in addition to General Network Rules) 

7.1  Services on the Public Network are provided in response to Headquarters' requirement to interact with the public. In order to achieve adequate security within the Public Network, the general public and other NASA Centers and partners will be allowed only certain controllable access. 

Rationale: The goal of the Public Network is restricted interoperability with the public plus significant security safeguards. This can be achieved only if direct access from the Internet is supported and if all forms of access can be controlled, which precludes certain

uncontrollable protocols. Until NASA Centers and partners establish a Virtual Private Network they may not be granted advanced privileges without putting other Public Network systems and services at risk. 

7.2  All access to the Public Network must be via the firewall.

                                   .

Rationale: Any connection that circumvents the firewall reduces its effectiveness. 

7.3  All electronic traffic that targets a service on the Public Network must be constrained by the firewall to the supported service on the appropriate system. 

Rationale: Control is significantly enhanced if requests for service are constrained to target the appropriate service. This reduces the opportunity for "probing" and for the exploitation of vulnerabilities. 

7.4  The use of privileged accounts on the Public Network must be constrained by both the firewall and the service to originate from within the Private Network. 

Rationale: Control is significantly enhanced if administrative requests for service are

constrained to originate from within Headquarters. That control is further strengthened through "layering" - both the firewall and each service must (independently) enforce

this rule. 

7.5  Developmental services are not permitted on the Public Network. 

Rationale: Developmental services are typically not managed as tightly as are production

services and can therefore put neighboring systems and services at risk. Developmental services that require public access should be hosted on the Unsecured Network.

Developmental services that do not require public access should be hosted on the Private Network.

7.6  Services that do not require public access are not permitted on the Public Network. 

Rationale: Services that do not require public access should be hosted on the Private Network.  This reduces the quantity and variety of systems and services on Public Network and the quantity and variety of protocols that must cross the

firewall from the Private Network, all of which makes the Public Network and the Private

Network easier to secure. 

7.7  Services that cannot be controlled (i.e. proxied, filtered or "ruled") by the firewall are not permitted on the Public Network. 

Rationale: Since all access to the Public Network must be via the firewall, a "hole" must

be opened up through the firewall for each desired protocol in each direction. Too large or too many holes weaken the firewall and hence weaken the security of all systems and services on the Public Network. Firewall proxies, filters and rules are deemed an acceptable risk; other methods of passing a protocol through the firewall are not. 

7.8  Off-system logging, remote system monitoring and secure remote system administration are mandatory on the Public Network. Where secure remote system administration is not yet technically available, the system must be administered from its console in the interim. 

Rationale: Due to the common practice of altering the system audit logs as part of hacking a system, only through the use of off-system logging can the integrity of the audit logs be maintained. In order to achieve high availability, remote system monitoring is required for support personnel to receive timely notification of system problems. Due to the risks associated with the use of privileged accounts across a network, secure remote system administration is necessary to protect the administration account itself and to protect the sensitive information typically accessed by such an account. The risk of operating without all of these protections in place for every system and service on the Public Network is deemed unacceptable. 

7.9  All systems and services on the Public Network must be administered by Code CI or co-administered through a written agreement with Code CI. 

Rationale: In order to maintain a standardized and highly secure approach to system

administration, and also to retain the information and privileges necessary to respond quickly to a potential security incident, system and service administration must be centralized in Code CI. 

7.10  All services on the Public Network must originate from within the NASA Headquarters Computer Center (NHCC). 

Rationale: In order to maintain adequate physical security, these systems must reside in the access-controlled NHCC. In the case of the Headquarters Amdahl LPAR, logical access should be through an encrypted "tunnel" that originates within the NHCC. Headquarters also lacks the infrastructure to connect a system to the Public Network anywhere except within the NHCC.

8. Unsecured Network Rules (in addition to General Network Rules) 

8.1  In order to host services that do not initially meet the requirements of the Private Network or Public Network, the Unsecured Network is provided with no constraints beyond those described under the General Network Rules, but also no implicit security - each system remains an "island" and must provide its own protection from the Internet. 

Rationale: Although such capability is necessary for both new development and for the careful migration of legacy systems and services, the risk of granting waivers or exceptions for either the Private Network or Public Network is unacceptable. A separate network must therefore exist. 

8.2  Any service that meets the requirements for either the Private Network or Public Network must reside there. 

Rationale: Both the Private Network and the Public Network offer significantly better

protection against general Internet risks. Either network is therefore preferable to the Unsecured Network. 

8.3  Services will not remain on the Unsecured Network indefinitely and must be revalidated before the CCB every four months. 

Rationale: Systems and services on the Unsecured Network are not protected by the

firewall and must not remain there any longer than necessary. 

8.4  Although not actually on the Unsecured Network, off-site contractors connected to the Border Router must meet the requirements for the Unsecured Network except the requirement for periodic revalidation. 

Rationale: Off-site contractors will be segregated from Headquarters systems and services to enable custom handling and problem isolation.  As part of the Headquarters address space, off-site contractors must abide by the rules applicable to that portion of the address space. 

8.5  All services on the Unsecured Network must originate from within the NHCC. 

Rationale: Headquarters lacks the infrastructure to connect a system to the Unsecured Network anywhere except within the NHCC.

9. Firewall Rules 

9.1 The firewall must provide all of the functionality required

Rationale: The goal of the Public Network is restricted interoperability with the public plus significant security safeguards. This can be achieved only if direct access from the Internet is supported and if all forms of access can be controlled, which precludes certain uncontrollable protocols. Until NASA Centers and partners establish a Virtual Private Network they may not be granted advanced privileges without putting other Public Network systems and services at risk. 

9.2  The firewall must physically exist in the NHCC and be maintained by Code CI as a production Enterprise service. 

Rationale: In order to maintain adequate physical security, the firewall must reside in the

access-controlled NHCC. In order to assure NASA Headquarters Management and users of continued adequate protection, the firewall must be administered as a production Enterprise service. 

9.3  The firewall design must include provisions for continuity of operations, and if it should fail, must do so in such a manner as to not violate this policy. 

Rationale: The firewall provides a service significant enough to require contingency

planning. NASA Management has deemed the loss of protection less acceptable than a loss of service.

10. Responsibilities 

10.1  The Headquarters IT Security Manager must periodically  revalidate this policy to ensure completeness and currency, and must periodically examine the Headquarters network to ensure compliance. 

Rationale: Since the firewall is driven by policy, and since security operates on the "weak link" theory, an incomplete or out of date policy weakens the protection. Additionally, the desired level of protection is achieved only if the policy remains fully implemented. 

10.2  The Headquarters Operations Manager must periodically revalidate the documented procedures for the operation of the firewall to ensure completeness and currency, and must periodically examine firewall operations to ensure compliance. 

Rationale: Documented procedures that are followed without exception ensure that the firewall is operated in accordance with policy. 

10.3  Headquarters system and service administrators must ensure that their systems and services are operated within prescribed guidelines. 

Rationale: Since security operates on the "weak link" theory, every system and service must remain policy-compliant. Any weakness raises the risk to itself and to neighboring systems and services. 

10.4  Contracting Officer Technical Representatives for off-site contractors must ensure that users and administrators are trained to remain aware of and compliant with the limits of their authorizations and other responsibilities for utilizing Headquarters IT resources. 

Rationale: Policies are useless without proper awareness.
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