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1.0 EXECUTIVE SUMMARY

This report proposes a new, less demanding and less resource intensive method of determining the Backlog of Maintenance and Repair (BMAR) (also referred to as deferred maintenance) for all NASA Centers and Component facilities.  Information to develop this proposal came from a survey of current BMAR managers at twenty-one NASA locations, an extensive literature search of recent publications regarding deferred maintenance management, and interviews with maintenance managers from both the public and private sectors.  NASA Facility Maintenance managers then reviewed the new proposal at a workshop in February 2000.

The research concentrated on how deferred maintenance and repair requirements are determined, recorded, tracked, estimated, updated and reported.  The survey revealed the following with regards to NASA:

· The overall management of BMAR is basically a manual process.  At most locations, when BMAR information is required, all known requirements are reviewed manually to identify those that are BMAR.

· Most locations do not specifically identify BMAR requirements as such.

· Very few locations are able to generate reports containing BMAR information electronically.

· Most locations track requirements (including BMAR) on spreadsheets that are updated manually each year prior to the submission of the budget and CoF program.

· Most BMAR requirements are based on short term or immediate needs rather than on long-range plans, thus adversely affecting the accuracy of the BMAR on the low side.

· Only nine locations have developed any specific goals or objectives regarding their management and planned reduction of the BMAR. 

· Key management information (equipment number, condition code, critical code, etc.) available in the same database with BMAR requirements is minimal.

· Most locations use excellent cost data references in preparing project cost estimates, but very few automatically update the estimates annually for inflation.

The research effort conducted in conjunction with this task confirmed that increasing deferred maintenance is common to many institutions and agencies throughout both the public and private sectors.  

Many ideas and approaches for a better method of determining BMAR were examined.  Many were discarded since they did not offer any significant improvement to existing 

processes, were too costly or would have been ineffective for NASA (and most other public agencies).  Eight options were identified as having some potential application within NASA. 

The option proposed for implementation throughout NASA is one that uses a statistical analysis of condition codes, estimated replacement costs and detailed repair cost data to calculate an approximation of the BMAR.  The proposed method is based primarily on a method developed by Dryden Flight Research Center, but modified to incorporate the strengths of other considered options.   In general and simplistic terms, the proposed procedure for calculating BMAR is comprised of the following:

· Randomly selecting an appropriate sample size of inventory items (based on confidence level desired) in each pre-established condition code. 

· Calculating a ratio (the Condition Code Factor (CCF)) of the estimated repair cost to the replacement cost of each item, and then averaging this ratio for all of the items selected for each condition code.

· Calculating the approximate BMAR for each condition code by multiplying the total replacement cost of all inventory items in that condition code by the appropriate CCF.

· Determining the total BMAR by summing the BMAR totals for each condition code and factoring in other key management information as necessary.

The application of this procedure throughout NASA will not require extensive resources.  Most locations have recently validated their inventories at the component level and have conducted (or are conducting) baseline condition assessments.  After the initial baseline assessment, condition codes can be validated and updated during regularly scheduled maintenance efforts, such as during trouble calls and preventive maintenance visits.   Inventory replacement costs will have to be developed and entered into the databases.

This method provides a higher degree of accuracy at a reasonable cost.  Should the level of accuracy be able to be sacrificed for brevity and minimal cost and effort, there are two other options described in the report (Options 6 and 8) that could be considered.  They are less accurate, but allow more flexibility and require less information to approximate the BMAR.

The proposed method (as well as Options 6 and 8) for determining the backlog of maintenance and repair throughout NASA is simple, reasonably accurate and cost-effective.  It provides a standardization of methods and accuracy of determining BMAR that can be used as a macro level metric for facility performance and condition, support expected audits and impose minimal impact on the Centers and Component facilities.  The method of choice will be determined based on the accuracy required and the resources available.

2.0 INTRODUCTION

This Summary Report is a compilation of information gathered from twenty-one (21) NASA Centers and Component facilities, an extensive literature search, interviews with maintenance managers from both the public and private sectors and an overall review of the new proposed method at the Facilities Maintenance Workshop held in February 2000.  The information gathered from all sources was used to develop and propose a new, uniform, cost-effective approach to the management of the BMAR (also referred to as deferred maintenance).  Individual reports were written for each NASA location and are attached to this report (Attachment H).  The data used to develop the individual Center and Component facilities reports was gathered through on-site interviews with key government and contractor personnel who are responsible for managing the determination, recording and reporting of BMAR requirements at each location. 

A questionnaire was developed and used at all NASA locations.  It was based upon the BMAR procedures and practices outlined in NPG 8831.2, Facilities Maintenance Management Handbook.  The results of the questionnaire and interviews at all NASA locations are summarized in Section 5.0 and were also used to develop a BMAR Survey Matrix, Appendix A.  The matrix describes each location's current status in documenting, recording, tracking and reporting BMAR.  The matrix uses a scale (3 points = Good; 2 points = Fair; 1 point = Poor; and 0 points = None) to indicate the status at each location in the BMAR management areas covered in the questionnaire.  It should be noted that the matrix is only intended to provide a generalized, relative indication of the progress in BMAR management at each location and to show areas where additional effort can be applied if resources are available.

The research conducted for this report concentrated on reviewing pertinent literature and directives associated with the management of deferred maintenance (BMAR) in both the public and private sectors.  In addition to the literature search, many organizations, institutions and maintenance managers from both sectors were also contacted and interviewed to obtain their views and experience in managing deferred maintenance in their respective environments.  Appendices E and F list the researcher's points of contact.  A thorough review of the proposed method was conducted during the Facilities Maintenance Workshop in February 2000. Comments received at the workshop have been incorporated into the report, where appropriate, and are summarized in Section 7.0.

3.0 BACKGROUND

The backlog of maintenance and repair (BMAR) is the total of all required but unfunded facilities maintenance work necessary to bring NASA Centers, including Component Facilities, to acceptable facilities maintenance standards.  Its' magnitude (generally expressed in dollars or as a percentage of the current replacement value of the facilities and collateral equipment at a Center or Component Facility) is a general indication of the 

maintenance and repair funding (or lack thereof) at a particular location.  It is also a general indication of the overall condition of the facilities and collateral equipment at a particular location.  A high backlog is a possible indication of insufficient maintenance and repair funding and a degraded facility and equipment condition. 

The above explanation of BMAR is used by NASA and other Federal agencies. The Federal Accounting Standards Advisory Board (FASAB) and many private sector organizations, use the term  “deferred maintenance”, which has the same basic definition. These two terms are used interchangeably throughout this report and are considered to be equivalent.   

Historically, the determination and documentation of BMAR has not been one of the higher priorities at NASA installations, especially when facilities maintenance funding has been tight.  There have been no special funds provided to the field for BMAR, so 

limited facilities maintenance funding was first applied to restoring equipment and facilities to operation.  From FY 1996 to FY1998, with a slightly increasing CRV in NASA, the annual maintenance and repair funding averaged approximately 1.25% of the CRV while the BMAR has steadily increased (25% over the three years) and averaged approximately 4.5% of the CRV.  

Large backlogs of maintenance and repair are not common only to NASA.  Many large organizations and institutions in both the public and private sectors are experiencing difficulty in funding needed maintenance and repair requirements on a timely basis.  The public sector is driven by appropriations and has historically had problems justifying and obtaining funds to accommodate all maintenance and repair requirements.  The private sector maintenance managers must compete with other capital programs that either generate additional revenue or increase profits for their organization.  They have also experienced difficulty in obtaining sufficient funding to accommodate needed maintenance and repair when it is required.

The level of interest in NASA’s BMAR (and other federal agencies) has increased recently, due in part to its incorporation in the annual NASA Chief Financial Officer’s report.  If the BMAR is to be a useful tool for assessing facility condition and determining budget requirements to improve it, a uniform, cost-effective procedure for determining and documenting BMAR throughout NASA is required. 

4.0 SCOPE

The purpose of this report is to propose a new, innovative and cost-effective method of determining the Backlog of Maintenance and Repair (BMAR) throughout NASA.  The new process will provide a standardization in methods and accuracy of determining BMAR that can be applied across NASA, be used as a macro level metric for facility performance and condition, support expected annual audits, and impose minimal impact on the Centers and Component facilities.  It documents the current methods and procedures used at twenty-one (21) NASA locations to determine, record, track, estimate 

and update deferred maintenance requirements (Section 5.0 and Appendix A).  It outlines the research performed in order to determine and compare public and private sector approaches to the management of deferred maintenance (Section 6.0).  The proposed method of determining BMAR was reviewed by NASA facilities managers during a workshop in February 2000.  The results of that review have been incorporated into the report, where appropriate, and are summarized in Section 7.0.  Good management practices and lessons learned observed during visits to the Centers and Component facilities are described in Appendix B.  Definitions, abbreviations and acronyms are defined in Appendices C and D for a commonality in understanding and usage throughout the Agency.  BMAR points of contact at all the NASA locations are listed in Appendix E, and personnel contacted outside NASA are shown in Appendix F.  The bibliography for the effort is shown at Appendix G, and the individual Center and Component facilities reports are at Appendix H.

5.0 NASA BMAR METHODS AND PRACTICES

This section summarizes the methods and practices used by NASA Centers and Component Facilities to manage the backlog of maintenance and repair (BMAR).  It looks at how BMAR is identified, recorded, tracked, estimated, updated and reported throughout the Agency.  Specific BMAR management practices for each location can be found in the individual survey report on each location (Appendix H). It should be noted that most locations are making positive progress in attaining a maintenance management system as described and recommended in NPG 8831.2, Facilities Maintenance Management Handbook.  All locations are at different stages in implementing the improvements to their respective maintenance management systems.  The BMAR Survey 

Matrix (Appendix A) is only intended to provide a generalized, relative status of this progress and to indicate areas where additional effort can be applied (subject to resource availability).  The following subsections coincide with the sections shown in the BMAR Survey Matrix.

5.1 BMAR Records

Tracking and monitoring BMAR at most locations throughout NASA is a manual process.  While most locations (except one) have a separate database or file where outstanding maintenance and repair requirements (including BMAR) are tracked, most (12) of these are Excel spreadsheet files that contain known CoF and locally funded project requirements and are manually maintained year to year.  Only one of these Excel files specifically identifies BMAR projects.  Therefore at the remaining Excel spreadsheet locations (11), the accumulation of total BMAR requirements is a manual process that occurs whenever BMAR data is required.  Eight locations operate a separate database that contains all known maintenance and repair requirements.  Six of these databases specifically identify BMAR projects, but only five of these are able to generate BMAR reports and data electronically.  Only three locations have either included BMAR information in their CMMS or linked the two databases together. 

Key management information reflected in the databases and files that contain BMAR requirements is severely limited.  Only nine of the databases and files include any indication of when a project or requirement is needed; only eight contain the equipment number involved and the applicable criticality code; only seven include the condition code of the item involved; only three reference failure code information for the requirements; and only one has access to downtime data for the requirements.  Therefore, the articulation, analysis and justification of the requirements (including BMAR) are an extremely difficult manual process at most locations.   

Only nine locations have developed specific goals and objectives that address the overall management of BMAR, i.e. setting a reasonable level for BMAR or developing a plan to reduce it to a manageable amount.  While almost all locations produce an annual work plan, only eight project requirements over the 

long term (five-year plan).  This indicates that most of the requirements identification processes are short-term to fill an immediate need and are probably inaccurate (on the low side) because there could be other existing requirements (including BMAR) that are not being identified.   

5.2 BMAR Inspections

A baseline facility condition assessment (FCA) has been completed at twelve locations, an FCA is underway at five locations, and four locations have not done one at all.  Ten of the locations with completed baseline assessments are continuing the condition assessment process at frequencies that vary from annually (four locations conduct FCA as part of their PM/PT&I programs) to every five years and have inspected all of their maintainable facilities and equipment.  Locations that have baseline FCA’s underway intend to inspect all of their maintainable facilities and equipment subject to funding availability.  The four locations that have not conducted a baseline FCA are awaiting completion of 

inventory validation, implementing a new CMMS, or are unable to fund the process. 

Condition codes are being established and updated as part of the FCA process at sixteen locations.  Only seven of these locations reflect the condition code in their FCA database, while the remainder include it in their CMMS.  All locations that are performing FCA’s use the standard condition codes outlined in NPG 8831.2, Facilities Maintenance Management Handbook.  Most locations use the age of the item or use a comparison of current to original operating capacity in determining its condition.  Thirteen locations use some form of PM/PT&I data and twelve locations use historical cost and trouble call information in making the condition assessments.  Only four locations use the assessment to validate existing BMAR projects.    

5.3 BMAR Databases, Computer Systems and Data Format

Only one location does not have a computerized system that is used to record and track maintenance and repair requirements (including BMAR).  Seventeen of the 

locations use databases and files that are on client server platforms, use Windows operating systems, and are compatible with their CMMS and Oracle or FoxPro databases.  Three locations use databases and files that are either DOS-based or are on mainframe systems. 

None of the locations with computerized systems had any specific data structure or format for the BMAR cost information.  Most information was in Excel spreadsheets and some was in separate databases.  In all cases, BMAR cost data is contained in alphanumeric fields of varying sizes, all of which are exportable.   
5.4 BMAR Costing Methods

At all locations, maintenance and repair requirements receive a rough order of magnitude cost estimate during the planning stage for the project and prior to its competing for funding.  The estimates are prepared by engineers, planner 

estimators and in some cases, by technicians.  Fourteen locations use some form of the R S Means Facilities Maintenance and Repair Cost Data to prepare the estimates.  The remaining locations use desk references, experience and quotes from vendors to prepare the estimates. 

All locations update the estimates on maintenance and repair requirements (including BMAR) on an annual basis to accommodate inflation.  Only three locations have a system that performs this process automatically for all requirements.  The remaining locations update project cost estimates manually during the annual project review process prior to submitting the budget/CoF program.

5.5 Annual Changes to BMAR Programs

Maintenance and repair requirements (including BMAR) are added automatically to the program when they are identified, modified when changes occur and deleted when they are funded at only five locations.  At all remaining locations, projects are added manually or modified during the annual review and prioritization process, prior to the submission of the budget and the CoF program, 

and are manually removed when the project is completed.  With the exception of the five locations mentioned above, there are no formalized procedures for removing BMAR projects from the program, thereby retaining their cost in the program well after they have been funded or the need has disappeared.  Further, this manual process limits the introduction of new requirements to only those discrete items that are requested individually and specifically by the customer, the maintenance contractor or by NASA engineers.

6.0 RESULTS OF RESEARCH

The level of interest in NASA’s backlog of maintenance and repair (BMAR) has increased recently due to the requirement to incorporate it in the annual NASA Chief Financial Officers (CFO) Report.  Additionally, due to the limited resources for 

maintenance and repair over the last few years, the concern regarding NASA’s ability to fully identify the BMAR and its potential impact on the physical plant has grown.  This situation is not strictly a public sector concern.  Throughout the government and private industry, facility managers are forced to maintain buildings that have reached or exceeded their expected life and have outdated or failing systems, and they must do it on incremental maintenance budgets. (1)

Based on experience and judgement, the Building Research Board proposed that the appropriate level of maintenance and repair funding should be, on average, in the range of 2-4% of the current replacement value (CRV) of the inventory.  If a backlog exists, they recommended that funding should exceed this level. (26)

From FY 1996 to FY1998, with a slightly increasing CRV in NASA, the annual maintenance and repair funding averaged approximately 1.25% of the CRV while the 

BMAR has steadily increased (25% over the three years) and averaged approximately 4.5% of the CRV. 

There is a need to ensure that the BMAR is accurate, its impact on the physical plant is known and efforts are made to acquire funding to reduce it.  Accurate BMAR reporting provides valuable information to those responsible for resource allocation and planning and focuses attention on important maintenance needs. (33)

Without a reasonably accurate definition of the backlog and the resultant risk of not reducing it, it is usually most difficult to make compelling arguments to justify funding.  Facility maintenance and repair is often considered to be low priority because information is not always available to present the case to senior managers. (28)

While the large backlogs of maintenance and repair are common to both public and private sectors, they are so for somewhat different reasons.  The public sector is driven by specific, often expiring appropriations and usually finds it difficult to retain previous levels of funding, much less justify increases.  Private sector maintenance managers must justify their capital replacement programs in such a way as to effectively compete with other capital programs that will increase revenue, provide excellent return on investment or increase company profits.  In either situation, the most important need is to provide a credible definition of requirements and to be able to articulate their impact if not funded. 

NASA has identified a need for a simplified system of documenting deferred maintenance (BMAR).  The process should involve standardized, reasonable, cost-effective and reasonably accurate methods of determining the BMAR.  The approach should be auditable and be able to be used as a facility performance metric (at the macro level) to be compared and trended against other facility metrics, and used by all NASA Centers and Component Facilities.

To this end, an extensive literature search was conducted and maintenance managers from NASA, other public agencies and private sector companies were interviewed. 

Generally, private sector companies find deferred maintenance to be a foreign term or concept.  Usually, facilities are well maintained and repaired as long as profits and return on investment ratios are reasonable.  If a facility is to be shut down, resources may be withheld. (31)

Colleges and universities across the country have also experienced maintenance and repair funding shortfalls and increasing backlogs of deferred maintenance and repair.  A great deal of effort has been expended in trying to correct the situation, and many of the institutions have developed their own specialized funding strategies.  Some colleges and universities also rely on appropriations for their maintenance and repair funding, but most are also able to generate funding in other ways to supplement budget needs.  The most successful approach seems to be the development of long-range plans that show the funding requirements in the future and what will happen to them if current budgets are not supported. (1)

In the public sector, life cycle cost, rate of return on investment, cost avoidance and increased revenues are not normally significant factors in facility investment decisions.  As budgets get tighter, the direct support of the mission normally comes first and facilities investments are frequently deferred.  Repetitive deferrals of required maintenance and repair over time can take a significant toll on expected lifetimes of facilities and equipment. (31)

Based on the literature reviewed, maintenance managers interviewed and the review conducted at the workshop in February 2000, several options have been identified (and are described below) as potential methods to simplify the determination of NASA’s BMAR (Option 8 was added as a result of comments at the workshop).  They each use various items of key management information (life span, age, size, CRV, condition, importance, etc.) regarding existing facilities and equipment to determine, estimate or calculate the deferred maintenance backlog.  Other approaches were examined throughout the research phase of this project, but were discarded since they did not offer any significant improvement to existing processes.


6.1    Options

OPTION 1 – This procedure is used at several colleges and universities, and is described in a 1996 article, “How to Inspect Your Facilities and Still Have Money Left to Repair Them”, by Preston T. Syme and Jay Oschrin. (32). 

This is a deficiency identification procedure similar to the current NASA recommended method where facilities and equipment are inspected on a five-year cycle.  However, by developing condition indices for facilities and equipment (deficiencies divided by replacement value), the relative condition of the plant is easily determined, comparisons between annual funding and backlogs can be made to help determine required funding levels, and management plans to reduce the backlogs are easily determined. 

The process emphasizes input from facility managers and users, it keys on the year the deficiencies are required (which determines the project priority), allows for the development of a long range plan, and requires a comprehensive condition database with most key management information (replacement costs, the year the requirement is needed, criticality codes, etc.).  With this information in the database, the process provides excellent supporting reports and analysis in almost any terms needed to develop budget submittals and backlog reduction requests.  Information on long-term backlogs and funding requirements produced from the database has apparently been very well received by university executive staffs. 

This procedure combines both time and condition based philosophies, involves some modified life-cycle cost procedures, emphasizes input from facility managers and builds a database which greatly enhances planning and analysis capabilities. 

OPTION 2 – This procedure is used by some colleges and universities and is described in a 1986 article “Facilities Renewal: The Formula Approach”, by Cushing Phillips, Jr. (29)

This process produces an estimate of the annual renewal (repair/replacement of major building systems) allowance, required each year and over the life of the facility, to offset the system/facility aging that is anticipated.  It can be calculated for the current year (annual renewal allowance) or cumulatively up to the current age of the facility (renewal backlog).  The author prefers it to an inspection process because the inspection only gives a “snapshot” of the situation and needs to be updated continuously.  Backlogs are determined by comparing the renewal allowance (for the current year) or renewal backlog (for the current age of the facility) to the total funding received for maintenance, repair and renovation. 

All plant facilities are categorized by type and all their major systems are categorized as either 25-year systems or 50-year systems.  Estimated replacement costs are determined and totaled for all 25 and 50-year systems by category of facility in cost per square foot.  Therefore, the estimated facility replacement cost is the sum of the replacement costs of the two types of systems multiplied by the gross square footage for that facility.

The “sum of the years digits” method is used to apportion the replacement cost based on the current age of the facility.  The annual renewal allowance is calculated by dividing the facility’s current age by the sum of the years for the 25 and 50-year systems (1+2+…25, and 1+2+…50, 325 and 1275 respectively) and then multiplying that number by the replacement cost for that type facility.  The 

same process is followed for determining the renewal backlog, except instead of using the current age, the sum of the years for the current age is used (1+2+…10, for a 10-year old facility).  These costs are calculated for each facility and totaled for the entire plant.  

There is also a method for adjusting a facility’s age based on renovation projects that have been performed in the past.  A database is maintained that contains all facility information and all replacement cost data.  All calculations are performed by the software package used, and it produces reports by facility, facility category, total plant, etc.

This procedure is totally time related, does not involve the existing condition of the plant, is performed at the system level rather than at the component level, involves some modified life-cycle cost techniques, and produces a fairly comprehensive database on long-term facility and system age-related information.

OPTION 3 – This procedure was developed by Rick Biedenweg, President of the Pacific Partners Consulting Group, for use by some colleges and universities, and 

was published in a 1997 article, Before the Roof Caves in Part II: A Predictive Model for Physical Plant Renewal. (5)

This process is a mathematical approach that provides estimates of the cost of facilities renewal (system repair and replacement costs) and deferred maintenance based on building sub-system life cycles and costs.  Plant facilities are first categorized by type.  Then each facility is analyzed in terms of its major components and subsystems (both interior and “brick and mortar type systems) and a life cycle is estimated for each.  Then average replacement costs are estimated for each sub-system in terms of cost per square foot for each category of facility.  Facilities are then grouped into five-year periods by the date of construction or most recent major renovation, and the total square footage of all buildings in each five-year period is identified.  Projections are developed for each five-year period as to when sub-systems will require replacement and the associated cost.  These replacement costs are then summed across all sub-systems and facility categories to determine the total facility renewal needs during each five-year period.  Then, a comparison of actual maintenance and repair expenditures against estimated requirements for any period of time will identify the increase in backlog for that time period.  This method automatically generates a long-range projection of the requirements and the backlog, which looks at the “big picture”.  This process will assist in developing management plans for backlog reduction and budget submittals for backlog reduction funding. 

This method also allows the manager to factor in estimated programmatic obsolescence of facilities (and their impact on projected renewal) and to project major renovation or facility disposal requirements.  A separate software program contains all plant facility information and cost data and accomplishes all calculations and reports.

This procedure is completely time based, does not involve the current condition of the plant, involves some limited life-cycle cost procedures and allows for the 

projection of major renovations or disposal actions due to programmatic obsolescence of facilities.

OPTION 4 – This methodology was prepared by Sean Rush of Coopers and Lybrand and Applied Management Engineering, P.C., of Virginia Beach, VA, for use by colleges and universities.  It was published in the 1991 book, Management of the Facilities Portfolio: A Practical Approach to Institutional Facility Renewal and Deferred Maintenance. (4)        

This approach provides a comprehensive process of identification, costing and prioritization of short and long-range facility maintenance and repair requirements, recommended critical management indicators and reporting tools, and a detailed approach to capital planning and budgeting.  The goal is to achieve a state of clearly defined equilibrium for all plant assets and maintenance of the functional and financial value of the facilities over the long term.  This requires 

steady and predictable reinvestment in them based on their condition, age and complexity. 

This method, along with the required budgetary and financial planning required to achieve necessary reinvestment rates, is based on a thorough and comprehensive condition assessment of all assets.  The baseline assessment should identify all short and long-term requirements, their estimated costs and their relative priorities for accomplishment.  The priorities should be closely tied to the condition code and indicate when the requirement should be corrected.  This allows for the identification of requirements by importance, creation of prioritized short-term work plans, and identification of backlogs.

The facility condition index (ratio of deficiencies to current replacement value) provides a readily available indication of the relative condition of a single facility or groups of facilities (or equipment).  Subjective ranges for good, fair and poor facility condition indices are also available for comparison and prioritization purposes.  This procedure allows for the sorting of deficiency data by facility and equipment number and type, condition code, criticality code, etc.  This information, along with condition indices, provides the excellent ability to determine what needs to be done and when, and what remains to be done and its relative importance. 

This method also describes a procedure for projecting a component renewal requirement based on the type of facility, major subsystems within facilities and their estimated lives and replacement costs (per square foot), which is very similar to Option 3. The calculated costs are consolidated into five-year periods to project long-term renewal requirements. 

Using the existing facility condition index, goals can be established regarding what improvements are desired in the overall condition of installation facilities and the projected funding levels required.  The determination of the rate of reinvestment (proportion of current funding level to current replacement value of the physical plant) shows how much funding is being reinvested currently in the 

facilities.  Using these indices, current funding levels and desired goals, strategies and long range improvement plans can be developed. 

Formulas for the projection of backlogs and for the required installation funding are also provided.  The backlog projection uses the current backlog, the current replacement value and inflation rate, factors for backlog and physical plant deterioration and average plant growth (all are locally determined percentages), and planned funding to project the upcoming backlog for any year.  The funding projection uses a similar formula to project the required funding level to produce a certain backlog.

This is a very complex methodology that requires considerable data as well as continuous condition assessment inspections.  It involves a combination of time 

and condition related philosophies, closely ties the priority of a project to its condition, involves some limited life-cycle procedures, and allows for the long range planning and development of strategies to improve funding and to reduce backlogs.

OPTION 5 – This method of BMAR calculation has been developed and is being tested by NASA maintenance managers at Dryden Flight Research Center (DFRC).  DFRC is using a statistical analysis of the condition code, estimated replacement costs for inventory items and detailed repair cost data from their CMMS. (30)

The process involves selecting a representative (random) sample (based on the confidence level desired) of equipment items in each of the five standard condition codes and the appropriate repair or replacement cost for those items.  The ratio of repair cost to replacement cost for each of the inventory items selected is calculated and averaged to determine a condition code factor (CCF) for each condition code.  The CCF is then multiplied by the total replacement cost for all equipment items in that condition code.  This product is then summed for all condition codes to produce a statistically generated total BMAR value based on the actual condition of the plant.

Actual requirements (and condition codes for all inventory items) were developed through a baseline condition assessment of all equipment items, facilities and their major components.  These requirements are currently being expanded, validated and incorporated in the CMMS as part of the normally scheduled PM/PT&I inspection process.  All requirements, including BMAR, are maintained in the CMMS.  Actual requirements can be extracted electronically from the CMMS.  Equipment requiring repair can be extracted from the CMMS in almost any terms desired, and criticality codes, historical trouble call information and cost data is also available in the CMMS for condition determination and analysis purposes.  The statistical methods proposed, if used properly, will reduce objectivity concerns and produce a real-time BMAR calculation based on the current condition, current replacement costs and detailed repair costs. 

This process is strictly condition-based, involves some limited life cycle cost procedures, statistically develops BMAR based on real-time condition and costs 

and is developed from CMMS data.  Many of the aspects of this option have considerable merit.

OPTION 6 – This methodology is described in “Deferred Maintenance/Condition Assessment Discussion Paper”, developed by Charles B. Pittinger, Jr., Facilities Engineering Division, Headquarters National Aeronautics and Space Administration (NASA), for presentation to the National Research Council. (31)

This process of documenting deferred maintenance is designed to be a simplified approach based on creative thinking, which is minimally resource intensive and auditable in order to support Federal agencies annual financial reports.  Its 

intended use is as a facility performance metric, which can be compared and trended against other commonly used facility metrics.  It is a parametric estimate intended to be accurate enough for its intended purpose – a MACRO level metric.

The method assumes that condition assessments are performed at the system level rather than the component level, that simple condition levels are used, that there are a limited number of systems to assess, and that parametric estimating is used based on the current replacement values (CRV) of the systems and the facility they support.

A simple 5-tiered condition code system is proposed which is assigned a representative repair cost factor based on a percentage of the facility CRV.  The range of CRV by condition level is subject to further study.

Condition Assessment Level




Repair Cost

5 - New/Only PM required




5% of CRV                             

4 - Some repairs needed, system generally functional
20% of CRV

3 - Many repairs needed, limited functionality

50% of CRV

2 - May be functional, but obsolete or does not meet codes
100% of CRV

1 - Not operational, unsafe




100% of CRV  

The major facility systems are identified and assigned representative cost factors based on their estimated percentage of the facility CRV.  These factors can be adjusted for special facilities (wind tunnels, launch platforms, etc.).  The range of CRV by major system is subject to further study. 

Major system



% of Facility CRV

Architectural




5

Roof





10

Electrical




15 

Plumbing




15

HVAC





25

Structural




30
            





100

Site

100

Utility Systems – exterior


100

The procedure then determines the condition codes for the systems, site and utilities for a given facility, multiplies the appropriate repair cost factors and system cost factors for each and sums them for the facility (site and utilities separate).  This total system factor is then multiplied by the facility CRV (same for site and utilities CRV’s) and added to the site and utilities calculation to come up with an estimated value for the deferred maintenance for that facility.

The cost of gathering deferred maintenance data can be reduced further by inspecting a smaller group of facilities that represent the majority of an agency’s CRV and then extrapolating for the remainder of the assets.

This procedure is based on the condition of the plant, and focuses on the system and facility level rather than the component level.  It involves a simplified condition code system and parametric estimating to determine an approximation of a facility’s backlog of maintenance and repair (BMAR).  Several aspects of this option have considerable merit. 

OPTION 7 – This methodology is the process used for Capital Replacement at Brigham Young University.  It was developed by the Brigham Young University Capital Needs Analysis (CNA) Center.  It was acquired from Doug Christensen, CNA Director, during a telephone interview in December 1999. (7) 

This requirements identification and execution planning process was developed in 1980 and is completely based on the life expectancy of plant facilities, facility components, systems and equipment.  All plant assets with a life expectancy of sixty years or less are included in the inventory.  All major repairs for the inventory are projected in a forty-year plan.  Repair costs (short of complete replacement) are calculated for all requirements and programmed over the forty years at the time they are expected to occur.  These costs are then averaged over the forty years so that the annual capital replacement budget is a constant amount over the term of the plan.  If actual requirements for a given year are less than the budgeted amount, the excess funds are banked.  If requirements exceed the 

budget, funds are taken from the bank.  An annual inspection program validates requirements about 1 to 2 years prior to when they are planned.  Total cost and emergency work are also monitored through the CMMS to identify potential problem areas.  For critical items the expected life can be adjusted.  Basically, there is no deferred maintenance.  All requirements included in the budget are funded either from the budget or from the bank.  The entire plan focuses on the remaining life of the inventory.  There are no condition codes or criticality codes used.  The strategy of the forty-year plan is maximum utilization, and everything possible is done to extend facility, system and equipment life to its maximum.  

This long-term process is primarily time-based (upcoming requirements are validated by annual inspection) and contains limited life-cycle procedures.  Constant funding and the banking capability are needed.  It appears that implementation of this system with an existing backlog would require spreading the backlog over a portion of the long-term plan. 

OPTION 8 – This procedure was developed and suggested by Greg Spencer, Chief, Maintenance and Logistics Branch, Dryden Flight Research Center, during the NASA Facilities Maintenance Workshop, February 2000. (30).

This is a condition-based method, which is a simplified version of Option 5.  It is a statistical model, which uses real property data (CRV) and is based at the facility level rather than at the equipment level.  A facility is divided into three major systems, which are assigned weighted percentages representing their expected impact on overall facility condition, e.g., structural – 40%, mechanical – 30%, and electrical – 30%.  The process involves randomly selecting the proper sample size of facilities (based on confidence level desired) and determining each facility’s overall net condition.  This is done by summing the product of each system’s condition code (using standard NASA 5-tiered condition codes) and its weighted percentage.  An example for a single facility would be:

                 System                 Condition Code                 System Weight  

               Structural
3
40%

               Mechanical
3
30%


Electrical
4
30%

Facility Net Condition Code = (3 x 0.4)+(3 x 0.3)+(4 x 0.3) = 3.3

A Condition Code Factor (CCF) is then determined for each facility. Based on actual data from DFRC, the CCF can be represented by an exponentially decaying function (the CCF approaches zero (exponentially) as the facility net condition code increases from one to five (as shown in Figure 1 below).

This relationship between the CCF and the Net Facility Condition is a reasonable expectation at most locations and could be used as a standard assumption in


Figure 1. CCF Relationship to Facility Net Condition

using this method to approximate the BMAR.  The CCF can then be calculated using the formula:    

CCF = k1(exp(k2( 1 – NC))) where:

CCF = condition code factor

k1 and k2 = constants (value of constants is subject to further study)

exp = “e” or 2.718

NC = the net condition code for the facility

The approximation of the BMAR for the facility involved is then determined by multiplying the CCF by the CRV for the facility.  The BMAR for the overall site is determined by averaging the CCF for all facilities selected in the random sample, and multiplying that average CCF by the total CRV for the site.

This process is strictly condition based and is a simplified statistical calculation where lessor degrees of accuracy are acceptable.

6.2   Discussion

Based on the survey conducted at all NASA Centers and Component facilities, the management of BMAR has not been a priority item.  The budget environment has 

forced the application of resources where they are most needed, i.e. keeping the facilities and equipment throughout the Agency operating in support of the mission. 

Additionally, a tremendous effort has been underway for several years on initiatives to fully implement the Reliability Centered Maintenance (RCM) process, and, during the same period, most Centers have upgraded their Computerized Maintenance Management Systems (CMMS).  This has meant that many locations have completely re-validated their physical plant inventories, restructured their preventive maintenance programs and implemented condition-monitoring programs of varying magnitudes.

The overall management of BMAR throughout NASA is basically a manual process.  There are several Centers that have excellent identification, recording and tracking processes for their requirements (including BMAR).  However, most locations do not identify BMAR requirements as such; only concentrate on short-term requirements; manually track and manipulate BMAR requirements in spreadsheet listings usually on an annual basis; have not established any management goals for BMAR or its reduction; and have very little key management information available to identify, analyze or articulate their requirements (including BMAR). 

In addition to the literature search involved in selecting a simplified procedure for determining BMAR throughout NASA, many organizations, institutions and maintenance managers were also contacted.  Numerous approaches were suggested but were discounted since they had no applicability to or would have been totally ineffective for NASA.  The eight options identified above (Option 8 was added as a result of review comments from the maintenance workshop in February 2000) were the only methods deemed applicable to NASA (and most other public agencies) and were considered in whole and in part.  Therefore, if there are applicable portions of an option that contribute to the proposed new procedure, they have been included.  At the same time, consideration was given to attempt to ensure that the new procedure will fit into the current maintenance management systems, ongoing initiatives such as RCM and computer system upgrades, and the general maintenance management methodology contained in NPG 8831.2, Facilities Maintenance Management Handbook.  All of the identified options are evaluated below to explain the pros and cons of their applicability and usefulness to NASA.

Option 1, while it is condition-based and does allow for the development of long-range plans, is a deficiency identification procedure similar to the current NASA process.  It requires the development of a fairly comprehensive database (which probably should include historical funding levels) in order to develop condition indices for facilities and equipment.  The procedure seems to provide good data to 

support the development of long range plans and goals and objectives that would govern the management of the backlog.  However, the development of the backlog itself would be a time and resource consuming effort, similar to the existing situation in NASA and is not recommended.  One aspect of the procedure 

that appears to be useful is its emphasis on inputs from facility managers.  For certain types of information, inputs from the facility manager can save significant time and effort on the part of the facility maintenance workforce.

Option 2 is strictly a time-based process, which determines an annual renewal allowance based on the estimated lifetime and replacement costs of the major systems in plant facilities.  NASA’s emphasis is on condition based maintenance, and generally down to the component level.  Maintenance information throughout NASA is established along these lines.  This process would require considerable change to maintenance management system databases and does not fit NASA’s needs.

Option 3 is also a time-based process that calculates facility renewal requirements and backlogs based on standardized life spans and estimated replacement costs for major building systems.  As with Option 2, this option is not consistent with NASA’s condition based philosophy, would also require considerable change to management system databases, and does not fit NASA’s needs.

Option 4 involves a combination of time and condition related procedures and is a fairly complex methodology.  It requires considerable data as well as continuous condition assessment inspections.  This method is excellent for developing long-range plans, desired funding and backlog reduction goals, and improvement plans and strategies.  Since NASA is looking for a simplified method of determining the backlog of maintenance and repair (BMAR) that will generate data to be used as a macro metric, this option is much more comprehensive than NASA needs.  One aspect of this option, which may be useful, is the concept of tying a requirement’s priority to its condition.  If defined properly, this could enable maintenance managers to differentiate between the critical and non-critical components of the BMAR.

Option 5 is condition related and uses a statistical analysis of condition code, estimated replacement costs for inventory items, and detailed repair cost data from a CMMS to calculate an approximation of the BMAR.  The method has considerable merit and is consistent with most current maintenance management processes being used throughout NASA.  If proper statistical methods are used, it appears to be an excellent process to be used in calculating an approximation of the BMAR.

Option 6 is condition related and suggests a simplified condition level applied at the system level rather than at the component level.  It calculates an approximate value for deferred maintenance by facility, which then is totaled for the installation.  The proposed method is an excellent concept; however, at present, 

most NASA maintenance processes (establishing inventories, determining condition codes, criticality codes and replacement costs, etc.) are already tied to and performed at the component level.  Changing to the system level could 

require extensive modifications to existing database and inventory information at most Centers and Component facilities.  The determination of the representative repair cost factors by system could also be difficult since most NASA maintenance management systems are configured by component, and usually only a portion of the system requires repair.  There are concepts proposed in this option that should be included in any proposed new method of determining the BMAR.   For example, the use of simplified condition levels as proposed is important since they should be easily understood and repeatable by whoever determines and adjusts them.  Also, for further cost savings, the proposal suggests that a backlog calculation model can consider only the major facilities that represent the majority of a location’s CRV, and then extrapolate for the remainder of the assets.  When minimal cost and effort are required and a lessor degree of accuracy is acceptable, this method has considerable merit. 

Option 7 is included because it is designed to eliminate or prevent deferred maintenance.  It is primarily a time-based long-range plan, using life cycle costing techniques, where all plant capital replacement requirements are determined and programmed when they are expected to occur over the life of the plan.  The total costs are summed and averaged to determine the annual budget (a constant amount).  The difference between the cost of the annual requirements and the budget received is either banked (excess funds) or taken from the bank (excess requirements).  It is unlikely that the relatively constant funding required for this method or the capability to “bank” funds until they are needed will be available to NASA maintenance managers in the foreseeable future.  An excellent aspect of this method is that the requirements database and the CMMS are linked, which allows excellent analysis capability.

Option 8 is condition related and uses a statistical sample (based on the confidence level desired) of facilities, their net condition codes and an empirical formula to calculate an approximation of the BMAR.  The method is based at the facility level rather than the equipment level.  The method considers the facility to be made up of three major systems and determines a net condition code for each facility based on a weighted averages of the three systems and their current condition.  The method assumes that the BMAR is an exponential function of condition.  This method has considerable merit where minimal cost and effort are required and lessor degrees of accuracy are acceptable. To further reduce effort required for this method, only the major facilities, which represent the majority of the location’s CRV, can be evaluated and the results extrapolated for the remainder of the assets.

6.3    Recommendations
Of all the options evaluated during this research effort, Option 5 (with some modifications) is the author's preferred method of determining an approximation of the BMAR.  It is a statistically generated, relatively accurate approximation of the backlog of maintenance and repair.  It is based on the actual up-to-date condition of all plant facilities, facility components and equipment, current replacement costs and detailed repair costs. 

The following is the procedure recommended to be adopted NASA-wide to determine an accurate approximation of the BMAR that can be used as a macro level facility performance metric.  See Figure 2.  Each step is described below along with the potential impact on other Centers and Component facilities when the procedure is implemented NASA-wide.

Step 1 – Ensure inventory is accurate.  Each Center should ensure that its inventory of physical plant facilities and equipment is accurate and is developed down to the component level.  This is most important because this method develops the BMAR estimate based on a percentage of the plant Current Replacement Value (CRV).  Most NASA Centers have either recently validated their inventories or are in the process of doing it now, and most have developed 

their inventories down to the component level.  Following the initial inventory, it then should be updated continuously as facilities, systems and equipment are added and deleted.  From a NASA-wide standpoint, this step will not require 

significant resources to accomplish.  There are only four locations, and they are all small sites, that have not begun an inventory of their physical plant. 

Step 2 – Complete a baseline condition assessment.  Each location should complete a baseline condition assessment.  It is imperative that the condition of all the physical plant inventory items is known.  Most NASA locations have completed a baseline condition assessment or are in the process of completing one at this time.  Following the initial baseline condition assessment, the condition of each facility, system and unit of equipment should be updated continuously based on day-to-day input from the maintenance technicians, Facility Managers, users 

and occupants.  From a NASA-wide standpoint, this step will not require significant resources to accomplish.  There are four locations (small sites) that have not begun a condition assessment of their physical plant.  There are five other locations that are currently in the process of conducting a baseline condition assessment.

Step 3 – Assign a condition code to all plant facilities and equipment.  The condition assessment level code to be used should be simple, basic and easily understood.  The condition codes proposed in Option 6 add excellent parameters that succinctly describe what the status of the item is and the scope of work required to bring it to acceptable maintenance standards.  Much of this 

















Figure 2.  Determining BMAR.

information can be provided from input by maintenance technicians, facility managers, users and occupants.  It is important that it is simple, but with sufficient definition that everyone can at least attempt to apply it in a similar manner.  Most NASA Centers either already have condition codes established, or are in the process of establishing them.  Most condition data is or will be contained in facility condition assessment (FCA) databases, and some are in both the FCA and CMMS databases.  It should not be a significant effort on the part of the NASA Centers and Component facilities to complete this action, and most are already in the process of completing it. 

Step 4 – Assign Replacement costs.  Current replacement costs for all inventory items must be established in the database to be used.  Some NASA locations already have this information in their FCA or CMMS database.  It is important that this data be developed from reputable cost reference data/guides.  Most locations already use some form of the R S Means Maintenance and Repair Cost Data.  It is recommended that the database that contains replacement cost data be set up to automatically update the costs to accommodate inflation.  This action will be required at most NASA locations, but should not be too resource intensive to accomplish.

Step 5 - Calculate the Condition Code Factor.  Calculation of the Condition Code Factor (CCF) will be peculiar to each Center depending on the condition of its facilities and equipment. 

(1) Randomly select a statistically appropriate sample size (based on the confidence level desired) of inventory items for each condition code.  An electronic or manual statistical sample selection table may be used to determine the appropriate and statistically accurate sample size.  Websites are available on the internet where the required and statistically accurate sample size will be calculated at no cost by inputting basic information such as total population and desired degree of accuracy.  On the web, search for statistical sample size and several on-line calculating services (and software sales companies) will be identified.   

(2) Determine the condition code and replacement cost for each of the items selected.

(3) Estimate the required repair costs for each of the inventory items selected in each condition code.

(4) Divide the required repair costs for each item selected by its corresponding replacement cost.

(5) Average the ratio of repair required to the current replacement cost for all items selected in each condition code.  This is the CCF and there will be one for each condition code.

The most important part of this procedure is the true random selection of an appropriate sample size of inventory items within each condition code.  This selection can be accomplished with the use of an electronic random number generator given that all the needed information is available in the database.  Again, the randomness of inventory item selection and the determination of the proper sample size is key to the standardization and accuracy of the process.  The determination of the appropriate sample size should be based on the level of confidence desired for the resultant BMAR approximation.  The application of this calculation throughout NASA will not require a significant effort once the appropriate information is available in a database. 

Step 6 – Calculate the BMAR approximation.

(1) Determine the total replacement cost for all inventory items included in each condition code.

(2) Multiply the CCF for each condition code by the total replacement cost of all inventory items included in each condition code.  This is the estimated BMAR for each condition code.

(3) Sum the estimates of BMAR for each condition code.  This is the statistically estimated BMAR for the entire physical plant for that location. 

Step 7 – Use key management information for articulating requirements and analysis.  If the BMAR calculation is accomplished from the CMMS database, additional information (criticality codes, failure data and historical cost and trouble call data) will also be available to further define and analyze the resultant BMAR calculation.  Even if the calculation is done in another database, some of this analysis can be done manually, if necessary.  Very few NASA locations have included their condition assessment information in their CMMS or linked the two databases.  However, at most NASA locations, both databases are compatible and could be linked in the future if resources are available and it was deemed a cost-effective initiative. 

Step 8 – Periodically validate condition codes.  If the condition codes are periodically verified, especially as part of an already regularly scheduled maintenance inspection (PM/PT&I) or through input from the facility managers, building occupants or equipment users, the BMAR calculation almost becomes a real time estimate and follow-on (after the baseline) condition assessments are not required.  This is done at some NASA locations currently.  This procedure definitely depends on the size of the inventory and the ability to incorporate the condition code review without expending excessive resources.  This procedure would not only determine a more accurate calculation, but could provide additional requirements information for the development of long-range plans.  The more current the condition code, the better the assessment of current and future needs, and the more credible the calculation becomes.  This is especially recommended for locations with small or medium size plant inventories. 

Step 9 – Limit the inventory if it is cost-effective.  A modification to this procedure to further reduce costs should be considered.  Instead of including all inventory items in the calculation, it could be limited to the major facilities and their equipment, and the results extrapolated to determine the BMAR for the 

remaining assets.  This would certainly make the process simpler for the larger locations with large plant inventories.  This modification should be considered and possibly tested at all locations and applied where it will be cost-effective.

These recommendations are based on the demonstrated need within NASA for a simplified, reasonable and cost-effective method of determining the BMAR.  This method is viewed as being reasonably accurate, able to withstand expected audits and able to be used as a macro-level metric of facility performance and condition.  The recommendations also consider the fact that almost all NASA Centers and Component facilities have fully capable CMMS's, are in varying stages of implementing the RCM 

process and have completed or will soon complete a baseline condition assessment of all their facility and equipment assets.

The recommendations also consider the maintenance management process that currently exists throughout the Agency and NASA’s commitment to improve that process through full implementation of the RCM process, improving the usage of existing CMMS capabilities, and continuing to develop long-range planning capability.  

7.0 FACILITIES MAINTENANCE WORKSHOP REVIEW

In February 2000, a Facilities Maintenance Workshop was held to review ongoing facility maintenance management initiatives across the Agency.  The proposed new method for determining an approximation of BMAR (as described above) was reviewed by all in attendance.  Even though the proposal provided a degree of accuracy at a relatively low cost, it was recognized that additional options should be available in the event that lessor degrees of accuracy were acceptable and minimal cost and effort were required.  

The general consensus was that regardless of the approach used to determine an approximation of the BMAR, it must be quick, easy, require minimum resources (since no additional funding will be available), and be easy to update annually.  It should also be able to withstand audit.  The degree of accuracy required in the approximation of the BMAR depends on how it will be used.  Since the BMAR approximation will be used primarily at both the Center level and the Headquarters level for planning and trending purposes, it appears that accuracy to the nearest million dollars would be appropriate and suit usage at both levels.  The method recommended in this report would satisfy the above-mentioned constraints, i.e., it will provide an acceptable degree of accuracy at a relatively low cost.  It is based upon the general condition of the inventory (using the standard NASA 5-tiered condition code system) as determined during regularly scheduled inspections (PM, PT&I, TC, etc.), and estimates of repair and replacement costs of inventory equipment.  The degree of accuracy and relative cost to implement this method will vary based upon cost information available, confidence level desired, and the sample size selected in statistically generating a BMAR approximation.  

Other methods (Option 6 and Option 8 described in paragraph 6.1 above) are also recommended and available to generate a BMAR approximation when accuracy can be sacrificed for brevity, and minimal cost and effort are required.  These methods can be considered since accuracy only to the nearest million dollars is all that is required.  The approximation can be based at the system, building, building class or overall inventory level instead of at the component level.  Also, for further resource savings, the approximation can evaluate only major facilities, which represent the majority of the CRV, and the remaining BMAR can be extrapolated from these results.

Regardless of the method used, an accurate inventory, a baseline condition assessment, simplified condition codes (NASA standard 5-tiered system) and current replacement costs for the level to be evaluated (component, system, facility, etc.) are required.  The method to be used will then be determined based on the required degree of accuracy and the cost information and resources available to develop the BMAR approximation.    

8.0    CONCLUSION

The survey of NASA BMAR practices revealed that the overall management of BMAR throughout the Agency is basically a manual process.  While there are several Centers that have excellent identification, recording and tracking processes, most locations do not even identify BMAR requirements as such.  Usually, when BMAR information is required, all requirements are reviewed manually in order to identify those that are BMAR.  At most locations, the ability to articulate or analyze the BMAR requirements is minimal.  Very few Centers automatically update the estimates annually for inflation, and because most requirements reflect short-term requirements only and are not identified in the CMMS, the actual BMAR is likely to be misrepresented and inaccurate. 

The literature search and interviews with maintenance managers throughout the public and private sectors revealed that increasing backlogs of deferred maintenance and repairs is not unique to NASA.  It is a growing concern throughout both the public and the private sectors.  Very few agencies are providing normal Maintenance and Repair funding to the level recommended by the Building Research Board (2-4% of the plant CRV).  Consequently, many institutions are experiencing growing backlogs of maintenance and repair requirements.  In many cases the accuracy of the backlog is suspect, and its impact on the physical plant is unknown or unable to be adequately explained.  Generally, sufficient information to justify increased funding or funds for backlog reduction is not available to maintenance managers. 

Based on the literature reviewed and the maintenance managers interviewed, eight options were identified as potential methods to simplify the determination of the BMAR within NASA (Option 8 was added as a result of review comments from the Facilities Maintenance Workshop in February 2000).  Other approaches were examined throughout the research phase of this project but were discounted since they did not offer any significant improvement to existing processes.  From the eight options evaluated, the one that is being proposed was developed by and is being tested at Dryden Flight Research Center (DFRC).  It uses a statistical analysis of condition codes and estimated replacement costs for physical plant inventory items, and detailed repair cost data from a CMMS, to calculate an approximation of the BMAR.  The method has been slightly modified with the application of some of the stronger features from the other options.

Using an up-to-date inventory and a recently completed baseline condition assessment of all plant facilities and equipment, simplified condition codes and current replacement costs are developed for all inventory items.  Periodically, maintenance managers randomly select an appropriate sample size of inventory items (based on the confidence level desired) in each of the five standard condition codes.  Once selected, a detailed estimate of repair costs is determined for each item.  This cost is then divided by the item’s replacement cost, providing a weighed factor for each item.  These factors are then averaged for all selected inventory items in each condition code, and the average factor is multiplied by the total replacement cost for all inventory items within that condition code.  This determines an approximation of the BMAR costs for all items in that particular condition code.  The BMAR approximations for all condition codes are then summed giving a total BMAR estimate for the entire physical plant.

If key management information is available, the BMAR calculation can be enhanced by further defining its makeup and performing some analysis.  If the condition codes are periodically validated (preferably as part of the regularly scheduled PM/PT&I programs), the BMAR calculation almost becomes a real time estimate.  Further, as an additional resource saving measure, especially at the larger installations, the BMAR calculation can be applied only to the major facilities and their equipment, and the results can be extrapolated for the remaining assets.

The application of this procedure at all NASA locations should be minimally resource intensive.  Most Centers and Component facilities have recently validated their inventories and conducted (or are conducting) baseline condition assessments.  Most inventories are detailed to the component level and most condition code information is available, but inventory replacement costs remain to be entered in most databases.  This method is simple, reasonably accurate and cost-effective, and will provide a standardized method for determining BMAR that can be applied across NASA. 

The review of the proposed method of BMAR approximation at the February 2000 Facilities Maintenance Workshop indicated that the proposed method provided a degree of accuracy at a reasonable cost.  However, should accuracy be able to be sacrificed for brevity and minimal cost and effort, the two other applicable options described in the report (Options 6 and 8) could also be considered for use.  These two options allow the flexibility to determine the BMAR approximation at the system, building, building class or inventory level, and employ a larger application of sampling, extrapolation, parametric estimating and analytical techniques, while still meeting the constraints imposed in this task.  Therefore, the method to be used will depend on accuracy required and resources available. 
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Appendix A – BMAR Survey Matrix

	APPENDIX A (page 1)
	KSC (I)
	KSC (P)
	KSC (S)
	GSFC
	STDN
	WFF
	DFRC
	GRC
	PBS
	JPL
	MSFC
	SSC
	MAF
	JSC
	WSTF
	ARC (I)
	ARC (F)
	ARC (A)
	LaRC
	DSN
	Palmdale
	NASA total(63 max)

	BMAR SURVEY MATRIX

Good = 3

Fair = 2

Poor = 1

None = 0
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	BMAR RECORDS
	

	Separate BMAR database
	1
	1
	3
	1
	1
	2
	3
	2
	0
	1
	3
	3
	3
	3
	1
	2
	1
	1
	1
	1
	1
	35

	BMAR database linked to CMMS
	0
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	0
	2
	3
	0
	0
	0
	0
	0
	8

	BMAR identified
	0
	0
	3
	0
	3
	0
	3
	0
	0
	0
	3
	3
	3
	3
	0
	0
	0
	0
	0
	0
	0
	21

	Key management info available
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	     Equipment number
	0
	0
	0
	3
	3
	3
	3
	0
	0
	0
	3
	3
	0
	3
	0
	3
	0
	0
	0
	0
	0
	24

	     Condition code
	0
	0
	3
	0
	3
	3
	3
	0
	0
	0
	3
	0
	0
	3
	0
	3
	0
	0
	0
	0
	0
	21

	     Year required
	0
	0
	3
	0
	3
	3
	3
	0
	0
	0
	3
	3
	3
	3
	0
	3
	0
	0
	0
	0
	0
	27

	     Critical code
	3
	0
	3
	0
	3
	3
	3
	0
	0
	3
	0
	3
	0
	3
	0
	0
	0
	0
	0
	0
	0
	24

	     Failure code
	0
	0
	3
	0
	0
	3
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	0
	0
	0
	9

	     Downtime
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	0
	3

	BMAR goals and objectives
	0
	0
	3
	0
	0
	0
	3
	3
	0
	0
	3
	3
	0
	0
	1
	3
	3
	3
	3
	0
	0
	28

	Reports electronic
	0
	0
	3
	0
	0
	0
	3
	0
	0
	0
	3
	3
	0
	3
	0
	0
	0
	0
	0
	0
	0
	15

	Annual Work Plan produced
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	2
	0
	0
	57

	Five-year plan produced
	0
	0
	3
	0
	0
	3
	0
	2
	0
	0
	3
	3
	3
	0
	0
	3
	0
	0
	3
	0
	0
	23

	

	INSPECTIONS
	

	Baseline FCA completed
	3
	3
	3
	1
	3
	3
	3
	2
	0
	2
	3
	3
	3
	3
	3
	2
	1
	0
	3
	0
	0
	44

	Continuing FCA being conducted
	3
	3
	3
	0
	3
	3
	3
	2
	0
	1
	3
	3
	0
	2
	3
	2
	0
	0
	3
	0
	0
	35

	Percent of facilities surveyed
	3
	3
	3
	1
	3
	3
	3
	2
	0
	2
	3
	3
	3
	3
	3
	2
	1
	0
	3
	0
	0
	41

	FCA done as part of PM/PT&I
	0
	3
	0
	0
	3
	0
	3
	0
	0
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	12

	Condition code generated/updated
	3
	3
	3
	1
	3
	2
	3
	2
	0
	3
	3
	0
	2
	3
	3
	2
	1
	0
	3
	0
	0
	40

	PM/PT&I info used in FCA
	3
	3
	3
	1
	3
	3
	3
	0
	0
	3
	0
	3
	3
	3
	3
	0
	0
	0
	3
	0
	0
	37

	Historical cost/trouble calls used
	3
	3
	3
	1
	3
	3
	3
	0
	0
	3
	0
	3
	3
	3
	0
	0
	0
	0
	1
	0
	0
	32

	FCA information in CMMS
	0
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	0
	2
	3
	0
	0
	0
	0
	0
	8

	BMAR projects validated by FCA
	0
	0
	3
	0
	3
	0
	0
	0
	0
	0
	0
	3
	0
	0
	0
	0
	0
	0
	2
	0
	0
	11

	Standards used to set condition 
	0
	2
	3
	0
	1
	0
	2
	1
	0
	0
	1
	3
	3
	1
	1
	1
	1
	0
	3
	0
	0
	23
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	KSC (I)
	KSC (P)
	KSC (S)
	GSFC
	STDN
	WFF
	DFRC
	GRC
	PBS
	JPL
	MSFC
	SSC
	MAF
	JSC
	WSTF
	ARC (I)
	ARC (F)
	ARC (A)
	LaRC
	DSN
	Palmdale
	NASA (total)

	BMAR SURVEY MATRIX

Good = 3                                        Fair = 2

Poor = 1

None = 0 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	BMAR DATABASES
	

	Separate BMAR database
	1
	1
	3
	1
	1
	2
	3
	2
	0
	1
	3
	3
	3
	3
	1
	2
	1
	1
	1
	1
	1
	35

	Compatible with CMMS
	3
	0
	3
	3
	3
	3
	3
	3
	0
	3
	0
	3
	3
	3
	3
	3
	3
	3
	3
	3
	0
	51

	Windows operating system used
	3
	0
	3
	3
	3
	3
	3
	3
	0
	3
	0
	3
	3
	3
	3
	3
	3
	3
	3
	3
	0
	51

	Specific data format/structure
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	BMAR data exportable
	3
	3
	3
	3
	3
	3
	3
	3
	0
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	0
	59

	Oracle/FoxPro compatible
	3
	0
	3
	3
	3
	3
	3
	3
	0
	3
	0
	3
	3
	3
	3
	3
	3
	3
	3
	3
	0
	51

	

	BMAR ESTIMATES
	

	ROM estimate for requirements
	2
	2
	3
	3
	3
	3
	3
	2
	2
	3
	3
	3
	3
	3
	2
	3
	2
	2
	3
	3
	3
	56

	R.S. Means used
	0
	0
	3
	3
	3
	3
	3
	0
	0
	3
	3
	3
	3
	3
	0
	3
	0
	0
	3
	3
	3
	42

	Estimates computerized
	0
	0
	3
	3
	3
	0
	0
	0
	0
	3
	0
	3
	3
	3
	0
	0
	0
	0
	0
	0
	0
	21

	Estimates updated annually
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	3
	3
	2
	3
	2
	2
	2
	2
	2
	3
	2
	46

	

	CHANGES TO PROGRAM
	

	Program updates electronic
	0
	0
	3
	0
	0
	0
	3
	0
	0
	0
	3
	3
	3
	0
	0
	0
	0
	0
	0
	0
	0
	15

	Used for budget preparation
	2
	2
	3
	2
	2
	2
	2
	2
	2
	2
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	54

	Increased priority for BMAR
	0
	0
	2
	0
	3
	0
	3
	0
	0
	0
	3
	2
	0
	0
	3
	3
	3
	0
	3
	3
	3
	41

	BMAR from FCA database
	0
	0
	3
	0
	0
	0
	3
	0
	0
	0
	3
	3
	3
	3
	0
	0
	0
	0
	0
	0
	0
	15

	Process to update automatically
	0
	0
	3
	0
	0
	0
	3
	0
	0
	0
	3
	3
	3
	0
	0
	0
	0
	0
	0
	0
	0
	15

	

	TOTAL POINTS (by Center)
	44
	37
	94
	38
	72
	64
	93
	39
	9
	47
	70
	89
	70
	78
	51
	63
	34
	27
	58
	29
	16
	53

	% of Total Possible Points (114)
	39
	32
	82
	33
	63
	56
	82
	34
	8
	41
	61
	78
	61
	68
	45
	55
	30
	24
	51
	25
	14
	47

	

	NASA Total- Average for overall matrix
	29
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	NASA Total - % of Total Possible  Points (63)
	46
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


Appendix B 

 Best Practices and Lessons Learned

Itemized below are some of the good practices and lessons learned observed during the 1999 site visits to the Centers and Sites:

Kennedy Space Center Institutional – KSC (I)

· Plans to integrate all maintenance contractor databases containing maintenance management information (CMMS, PT&I, FCA, facility projects, CoF and EMCS).
· Will provide the maintenance managers at all levels with electronic access to the total maintenance cost and requirements data and allow for a comprehensive maintenance analysis capability.
Kennedy Space Center Payloads – KSC (P)

· The facility condition assessment on all Payloads maintainable equipment is done as part of the regularly scheduled preventive maintenance inspections (PMI).

· The FCA is scheduled when the highest annual frequency of the PMI is due. 

Kennedy Space Center Shuttle – KSC (S)

· The Ground System Survivability Assessment (GSSA) defines all known and anticipated maintenance and repair requirements (including BMAR) for all KSC (S) maintainable facilities and equipment for the expected life of the shuttle (approximately 30 years).

· The GSSA is maintained continuously and updated by Ground System Working Teams and systems engineers using inputs from facility condition assessments, craftsmen, results from PM/PT&I inspections, customers, etc. 

· All information in the GSSA is available on the Local Area Network (LAN) Internet server.

· The Facility and Equipment Maintenance Plan and Supporting Data is a NASA directed deliverable under the USA contract that not only requires a comprehensive annual work plan, but also provides trending analyses for maintenance costs, system downtime and existing and projected BMAR.  

Goddard Space Flight Center (GSFC)

· The planned continuation of the Facility Condition Inspection Assessment program involving more building managers and facility operations managers, if handled properly, will provide interior building requirements and customer concerns and complaints in a much more cost-effective manner.

· The prioritization matrix used to determine relative importance of projects for funding purposes is excellent.  It combines the impact to the Center of a specific requirement (if it is not accomplished) with the risk and the probability of the problem occurring.  This allows for the facility and equipment condition codes and criticality codes to be directly applied in the process that determines which projects are most needed. 

Space Flight Tracking and Data Network (STDN)

· The continuous evaluation of site systems and equipment by site operators, and the use of the annual shutdown for similar activities, is the best and most cost-effective method to determine plant condition and requirements for this small but critical operation.

· The Excel spreadsheet used to track requirements (including BMAR) is not tied to the CMMS, but it does identify BMAR projects and it contains most key management information for limited manual maintenance analysis.

Wallops Flight Facility (WFF)

· The baseline facility condition assessment recently completed was a contract requirement for the maintenance contractor.  The contractor subcontracted the effort to a company that trained and assisted its mechanics in conducting the survey and prepared them for conducting the follow-on condition surveys.  This effort was completed in a relatively short period of time and will provide an initial projection of all short and long term maintenance and repair requirements for infrastructure equipment at WFF.  

· The database is set up to provide most key management information.  If the database is linked to the CMMS, the WFF maintenance managers will have an excellent analysis capability. 

Dryden Flight Research Center (DFRC)

Maintenance managers at DFRC have developed and are testing a method to calculate BMAR using a statistical analysis of condition code and replacement cost information from the CMMS.  Using a random sample of equipment items in each of the five standard condition codes and the estimated repair cost required for those items, a 

· condition code factor (CCF) is developed for each condition code. The CCF is then multiplied by the total replacement cost for all equipment items in that condition code. This product is then summed for all condition codes to produce a statistically generated total BMAR value based on the actual condition of the physical plant. 

· Most requirements at DFRC are individual repairs or replacements of infrastructure system components.  Projects are developed by extracting those equipment items that are in poor condition and subcontracting their repair individually or consolidating them by facility, equipment type, etc.  Equipment requiring repair can also be selected by criticality code to ensure that the most important repairs are accomplished first. 
· Condition codes are continuously updated or validated by craftsmen during normal PM, PT&I and work order activities, and verified by NASA through periodic random checks.

· The facility condition assessment on all DFRC maintainable equipment is done as part of the regularly scheduled PM and PT&I inspections.  Every work order issued has a condition code section that allows the craftsman to make comments and/or changes if required. 

· The Maintenance and Logistics Branch has excellent control of the CMMS data and has developed several reports that are used to monitor the maintenance contractor’s performance.
Glenn Research Center (GRC)

· The Condition Assessment Inspection System (CAIS) database, when completed, will provide excellent short and long term maintenance and repair requirements data and reports (including BMAR). 
Plum Brook Station (PBS)

· The method used by PBS to fund the maintenance and repair of facilities and equipment contracted out to commercial customers to use for research and development testing may be of interest for future use at other NASA locations, should facilities be available for commercially conducted testing. 

Jet Propulsion Laboratory (JPL)

· On completion of the ongoing condition assessment, the FCA database will be linked to the CMMS, and future condition assessments will be accomplished as part of the regularly scheduled PM/PT&I inspections. 

Marshall Space Flight Center

· The contractually required Five-year Maintenance Plan is an excellent compilation of anticipated requirements over the long term.  It outlines the estimated funding requirements by type of work, by year, and includes any anticipated specialized funding needs.  It also outlines the projected BMAR totals over the five-year period and proposes a planned reduction of the BMAR (subject to funding availability). 

Stennis Space Center (SSC)

· The BMAR database defines all known and anticipated maintenance and repair requirements (including BMAR) for all of SSC's maintainable facilities and equipment for the next five years.  It is maintained continuously and updated by maintenance contractor systems engineers and craftsmen using inputs from facility condition assessments, results from PM/PT&I inspections, customers, etc. 

Michoud Assembly Facility (MAF)

· The 15-year plan defines all known and anticipated maintenance and repair requirements (including BMAR) for all of MAF’s maintainable facilities and equipment. 

· Once the new CMMS is implemented, the existing 15-year plan Excel spreadsheet will be linked or incorporated with it.  If this linkage is done, the plan will be the sole source of requirements and will be coupled with all key management information needed to articulate and analyze their funding needs.  Reports will also be available for BMAR information in almost any terms desired.

Johnson Space Center (JSC)

· The maintenance contractor has successfully linked the CMMS (MP2) to the existing PT&I database and the existing energy management and control system (EMCS). 

· The plan is also to link the condition assessment database (FCIS) to the CMMS during FY 2000.   The method that has been used at JSC is to use a software package called Performer along with some programming services from a subcontractor.   The linkage of these databases provides a tremendous information source, all of which is tied to key management data in the CMMS and can be used for everything from failure analysis to budget preparation. 
White Sands Test Facility (WSTF)/ White Sands Complex (WSC)

· The facility condition assessment on all WSTF maintainable equipment is done by contractor craftsmen as part of the regularly-scheduled preventive maintenance (PM) and predictive testing and inspection (PT&I) programs.  All work orders that are 

      issued have a section that allows craftsmen to comment on the condition of the

      facility or equipment. 
Ames Research Center Institutional – ARC (I)

· Maintenance managers at ARC (Institutional, Code F and Code A) have cooperated in the development of a Center BMAR Reduction Plan that establishes a defined reasonable level for BMAR ($15 million) and projects a proposed reduction plan to achieve that level over the next five years. 

· The Maintenance Requirements Document (MRD) is an annual report prepared by the Plant Engineering Branch that describes the proposed Annual Work Plans for the current and upcoming fiscal years and provides a manually developed listing of all backlogged requirements.

· The maintenance contractor has developed a FCA database that contains all identified maintenance and repair requirements and is tied to the CMMS.  All work orders issued have a section that encourages the craftsman to comment on any existing or required changes to the equipment information provided or to its actual condition. 

Ames Research Center Code F – ARC (F)

· Maintenance managers at ARC (Code F) have cooperated in the development of a Center BMAR Reduction Plan.   The plan establishes a defined reasonable level for BMAR ($15 million for ARC as a whole) and projects a proposed reduction plan to achieve that level over the next five years. 

Ames Research Center Code A – ARC (A)

· Maintenance managers at ARC (Code A) have cooperated in the development of a Center BMAR Reduction Plan.  The plan establishes a defined reasonable level for BMAR ($15 million for ARC as a whole) and projects a proposed reduction plan to achieve that level over the next five years. 

Langley Research Center (LaRC)

· Maintenance managers at LaRC have developed management goals and objectives, which establish a reasonable level for BMAR and a strategy to maintain it at that level in the future.   The Center supported plan establishes a defined reasonable level for BMAR ($35 million for LaRC) and projects a proposed plan to maintain that level over the next five years. 

· LaRC has incorporated into its newly awarded FESS contract a performance requirement for the contractor to perform future condition assessments as part of the regularly scheduled PM/PT&I programs. 

Deep Space Network at JPL (DSN)

· There are several government and contractor real property management and real property maintenance plans either in place or being developed in conjunction with the Consolidated Space Operations Contract (CSOC).   These plans address specific maintenance management practices such as the development of short and long-range maintenance plans, facility condition assessments, BMAR, metrics, etc. and should provide excellent guidance for Goldstone maintenance managers to further improve their overall maintenance programs. 

Palmdale

· There are several government and contractor real property management and real property maintenance plans either in place or being developed in conjunction with the Space Flight Operations Contract (SFOC).   These plans address specific maintenance management practices such as the development of short and long-range maintenance plans, facility condition assessments, BMAR, metrics, etc. and should provide excellent guidance for Palmdale maintenance managers to further improve their overall maintenance programs. 

Appendix C 

Abbreviations and Acronyms

	AWP
	Annual Work Plan

	BMAR
	Backlog of Maintenance and Repair

	CMMS
	Computerized Maintenance Management System

	CoF
	Construction of Facilities

	CRV
	Current Replacement Value

	EMCS
	Energy Monitoring and Control System

	EPS
	Engineered Performance Standards

	FCA
	Facility Condition Assessment

	FCI
	Facility Condition Inspection

	FMM
	Financial Management Manual

	FPMS
	Facility Project Management System

	FPN
	Facility Project Number

	FS
	Fund Source

	IDIQ
	Indefinite Delivery Indefinite Quantity

	IFMP
	Integrated Financial Management Program

	LCC
	Life-Cycle Cost

	O&M
	Operations and Maintenance

	PBC
	Performance Based Contract

	PGM
	Programmed Maintenance

	PM
	Preventive Maintenance

	POP
	Program Operating Plan

	PT&I
	Predictive Testing & Inspection

	RCM
	Reliability Centered Maintenance

	ROI
	Replacement of Obsolete Items

	RPI
	Real Property Inventory

	SR
	Service Requests

	TC 
	Trouble Call
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Appendix D

Definitions

	Addition - A physical increase to a real property facility that adds to the overall dimension of the facility.



	Alterations - Work that changes the configuration of a facility  (not maintenance or repairs) but that does not increase the value of the facility; for example, moving a door or an electrical outlet.



	Annual Work Plan - A plan prepared on an annual basis prior to the start of the applicable fiscal year that systematically lays out the maintenance and repair work to be accomplished within the budget constraints of the Center.  The AWP is based on the Five-year Maintenance Plan and the mission of the Center.



	Assets - Any item of economic value owned by NASA. The item may be physical in nature (tangible) or a right to ownership (intangible) that is expressed in terms of cost or some other value. (From NASA FMM)



	Availability – The ratio of the actual run time of a machine or system divided by the scheduled time for the machine or system.  Usually expressed as a percentage.  For example, if an air handler is scheduled to run from 6AM to 6PM, five days a week and in fact does run during those times, its Availability was 100%.  If the air handler was stopped one day during the week for one hour, its Availability for that week was 98.3% (59 hours divided by 60 hours).



	Backlog of Maintenance and Repair – The NASA unfunded facility maintenance required to bring facilities and collateral equipment to a condition that meets acceptable facilities maintenance standards.



	Budget Year - The fiscal year for which estimates are submitted.   Budget submissions generally contain data concerning the Prior Year (the FY immediately preceding the current year), the Current Year (the FY immediately preceding the budget year), the Budget Year (the FY for which estimates are submitted) and 4 subsequent years. (From NASA FMM)



	Buildings - The classification "buildings" includes the cost of buildings, capital improvements of buildings and fixed equipment that is normally required for the functional use of the building and becomes permanently attached to and made part of the building and that cannot be removed without cutting into the walls, ceilings, or floors, such as plumbing, heating, and lighting equipment, elevators, central air-conditioning systems, and built-in safes and vaults.  Also included is all equipment of any type built in, affixed to, or installed in real property in such a manner that the installation cost, including special foundations or unique utilities or services, or the facility restoration cost after removal is substantial.



	Center Implementation Plan - Center/Component Facility-developed plan that outlines requirements and actions to implement the NASA Strategic Plan.



	Center Support - A building, area, or system which supports the overall operation of the Center/Facility but does not meet the Mission Critical or Mission Support criteria.



	Computerized Maintenance Management System  - A set of computer software modules and equipment databases containing facility data with the capability to process the data for facilities maintenance management functions.  They provide historical data, report writing capabilities, job analysis, and more.  The data describe equipment, parts, jobs, crafts, costs, step-by-step instructions, and other information involved in the maintenance effort.  This information may be stored, viewed, analyzed, reproduced and updated with just a few keystrokes.  The maintenance-related functions typically include - 

               -  Preventive and Predictive Maintenance

               -  Facility Inspection and Assessment

               -  Material Management

               -  Utilities Management

	Construction - The erection, installation, or assembly of: (1) a new or replacement facility, or (2) an addition in area, volume, or both to an existing facility.

Continuous Inspection - A program of periodic, scheduled inspections of facilities and equipment to determine their condition with respect to specified standards.

	Current Replacement Value – Approximate cost to replace an existing facility in its present form.  NASA calculates CRV by escalating facility and collateral equipment acquisition cost, and any incremental book value changes of $1,000 or more to present-year dollars using the Engineering News Record (ENR) Building Cost Index (BCI). The NASA Real Property Data System program or NASA Headquarters approved equivalent is used in performing the required calculation.



	Estimated Cost - A calculated anticipated amount, as distinguished from an actual outlay, based upon related cost experience, prevailing wages and prices, or anticipated future conditions, usually for the purposes of contract negotiations, budgetary control, or reimbursement.



	Facility Condition Assessment – The inspection and documentation of the material condition of facilities and equipment, as measured against the applicable maintenance standard. It provides the basis for long-range maintenance planning as well as annual work plans and budgets.



	Facilities Maintenance - The recurring day-to-day work required to preserve facilities (buildings, structures, grounds, utility systems, and collateral equipment) in such a condition that they may be used for their designated purpose over an intended service life.  It includes the cost of labor, materials and parts.  Maintenance minimizes or corrects wear and tear and thereby forestalls major repairs.  Facilities maintenance includes Preventive Maintenance, Predictive Testing and Inspection, Grounds Care, Programmed Maintenance, Repair, Trouble Calls, Replacement of Obsolete Items, and Service Requests (Not a maintenance item but work performed by maintenance organizations).  Facilities maintenance does not include new work or work on non-collateral equipment.



	Facilities Maintenance Management - The planning, prioritizing, organizing, controlling, reporting, evaluating, and adjusting of facility use to support NASA activities with quality facilities based upon customers' facility needs and predetermined maintenance goals at minimum cost.



	Facility - The term used to encompass land, buildings, other structures, and other real property improvements, including utilities and collateral equipment.  The term does not include operating materials, supplies, special tooling, special test equipment, and non-capitalized equipment.  (See FMM 9250-32 for criteria for capitalized equipment.)  The term "facility" is used in connection with land, buildings (facilities having the basic function to enclose usable space), structures (facilities having the basic function of a research or operational activity), and other real property improvement.




	Facility Project - The consolidation of applicable specific individual types of facility work, including related collateral equipment, which is required to fully reflect all of the needs, generally relating to one facility, which have been or may be generated by the same set of events or circumstances and which are required to be accomplished at one time in order to provide for the planned initial operational use of the facility or a discrete portion thereof. (From NASA FMM)



	Fiscal Year - In the Federal Government, it is the 12-month period from October 1 of one calendar year through September 30 of the following year.  



	Five-Year Maintenance Plan – The plan of maintenance work anticipated for the five-year period beginning with the budget year.  It comprises the maintenance (planned level of effort and anticipated unknowns) required to support the Center mission needs and to correct the deficiencies identified by the current assessment of facilities.



	Mission Critical - A building, area, or system that is critical to the Center mission or essential for Center of Excellence performance.



	Mission Support - A building, area, or system that provides support to the Center primary missions or Center of Excellence assignment.



	Predictive Testing and Inspection (PT&I) – The use of advanced technology to assess machinery condition.  The PT&I data obtained allows for planning and scheduling preventive maintenance or repairs in advance of failure.

Preventive Maintenance (PM) – The planned, scheduled periodic inspection, adjustment, cleaning, lubrication, parts replacement, and minor (no larger than trouble call scope) repair of equipment and systems for which a specific operator is not assigned.  PM consists of many checkpoint activities on items that, if disabled, would interfere with essential Center operation, endanger life or property, or involve high cost or long lead time for replacement.  In a shift away from reactive maintenance, PM schedules periodic inspections and maintenance at predefined time or usage intervals in an attempt to reduce equipment failures.  Depending on the intervals set, PM can result in a significant increase in inspections and routine maintenance; however, a weak or nonexistent PM program can result in safety and/or health risks to employees, much more emergency work, and costly repairs.  



	Programmed Maintenance (PGM) – Those maintenance tasks whose cycle exceeds one year, such as painting a building every fifth year.  (This category is different from PM in that if a planned cycle is missed, the original planned work still remains to be accomplished, whereas in PM only the next planned cycle is accomplished instead of doing the work twice, such as two lubrications, two adjustments, or two inspections).



	Real Property - Land, buildings, structures, utility systems, and improvements and appurtenances thereto permanently annexed to land. Also includes collateral equipment (i.e., building-type equipment, built-in equipment and large substantially affixed equipment). (From NASA FMM)



	Reliability Centered Maintenance – The process that is used to determine the most effective approach to maintenance.  It involves identifying actions that, when taken, will reduce the probability of failure and which are the most cost effective.  It seeks the optimal mix of Condition-based actions, other Time- or Cycle-based actions, or a Run-To-Failure approach.  




	Repair – That facility work required to restore a facility or component thereof, including collateral equipment, to a condition substantially equivalent to its originally intended and designed capacity, efficiency, or capability.  It includes the substantially equivalent replacements of utility systems and collateral equipment necessitated by incipient or actual breakdown.



	Replacement of Obsolete Items - There are many components of a facility that should be programmed for replacement as a result of becoming obsolescent (no longer parts supportable), not meeting electrical or building codes, or being unsafe;  the components, however, are still operational and would not be construed as a repair; for example:

     a.  Electric switchgear, breakers and motor starters

     b.  Elevators

     c.  Control systems

     d.  Boiler and central HVAC systems and controls

     e.  Fire Detection Systems

     f.  Cranes and hoists

     g.  A/C systems using CFC refrigerants



	Standard - The expected condition or degree of usefulness of a facility or equipment item.  A maintenance standard may be stated as both a desired condition and a minimum acceptable condition beyond which the facility or equipment is deemed unsatisfactory.
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Appendix E

BMAR Points of Contact (NASA)

	LOCATION
	POC
	TELEPHONE
	EMAIL

	Kennedy (Institutional)
	Marv Gassman
	407-867-3780
	marvin.gassman-1@ksc.nasa.gov

	              (Payloads)               
	Ira Kight
	407-867-6164
	Ira.Kight-1@pp.ksc.nasa.gov

	              (Shuttle)
	Rick Blackwelder
	407-861-3258
	Ricky.Blackwelder-1@kmail.ksc.nasa.gov

	
	
	
	

	Dryden
	Greg Spencer
	805-258-2287
	greg.spencer@dfrc.nasa.gov

	
	
	
	

	Goddard
	Bob Rautenberg
	301-286-1138
	rrautenberg@pop200.gsfc.nasa.gov

	Spaceflight Tracking
	 Dave Rosage
	301-286-5226
	David.Rosage@gsfc.nasa.gov

	Wallops
	A.J. Kellam
	757-824-1438
	allie.j.kellam.1@gsfc.nasa.gov

	
	
	
	

	Glenn
	 Rick Danks
	216-433-8055
	Richard.A.Danks@lerc.nasa.gov

	Plum Brook
	 Bob Puzak
	419-621-3204
	robert.m.puzak@lerc.nasa.gov

	
	
	
	

	JPL
	 Vaji Nasoordeen
	818-354-4922
	vaji.nasoordeen@jpl.nasa.gov

	
	
	
	

	Marshall
	Keith Sharp
	256-544-9050
	keith.sharp@msfc.nasa.gov

	
	
	
	

	Stennis
	Kirk Miller
	228-688-1092
	Kirk.Miller@ssc.nasa.gov

	
	
	
	

	Michoud
	Jeff Irby
	504-257-2604
	jeffrey.irby@maf.nasa.gov

	
	
	
	

	Johnson 
	Bill Cowart
	281-483-3128
	William.s.cowart1@jsc.nasa.gov

	
	
	
	

	White Sands
	Tom Condon
	505-524-5153
	tcondon@smtp3.wstf.nasa.gov

	
	
	
	

	Ames(Institutional)
	 Steve Frankel
	650-604-4214
	sfrankel@mail.arc.nasa.gov

	        (CODE F)
	Jim Bonagofski
	650-604-4679
	jbonagofski@mail.arc.nasa.gov

	        (CODE A)
	Scott Eddlemon
	650-604-6075
	seddlemon@mail.arc.nasa.gov

	
	
	
	

	Langley
	Bobby Fixx
	757-864-6292
	r.l.fixx@larc.nasa.gov

	
	
	
	

	Palmdale
	Connie Milton (SFOC)
	407-867-3179
	constance.milton-1@kmail.ksc.nasa.gov

	
	Steve Campbell
	281-483-3200
	stephen.p.campbell1@jsc.nasa.gov

	
	
	
	

	Deep Space Network/JPL
	Jeffrey Osman
	818-354-6752
	Jeffrey.W.Osman@jpl.nasa.gov
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Appendix F

Key BMAR Points of Contact (Outside NASA)
(Note - The author thanks each of the following for his or her time, feedback and interest.) 

1. Lynda Stanley.  Director, Federal Facilities Council.  Provided information on key reference material and other organizations that could provide additional reference material regarding deferred maintenance.  (Telephone – 202-334-3374).

2.   Dale Crandall.  American Public Works Association.  Provided information on how

to obtain key reference material on deferred maintenance. 

(Telephone – 816-472-6100). 

3. Steve Glazner.  APPA: Association of Higher Education Facility Officers.  Provided information on how to obtain key reference material on deferred maintenance.  Also provided points of contact who are involved in facility maintenance management in the private sector. (Telephone – 703-684-1446).

4. Rick Biedenweg.  Pacific Partners Consulting Group.  Provided insight into the comparison of deferred maintenance management in the government and the private sectors.  According to Dr. Biedenweg, the government plans to retain facilities for long periods of time, while the private sector depreciates their facilities usually over twenty years and then decides (based on corporate needs) whether to sell them and buy/build a new facility, or modify/modernize them to accommodate current needs. Capital outlay decisions are predominantly based on bottom line stock ratings and profits, production and return on investment.  Deferred maintenance is usually very difficult to justify in capital outlay programs, since it competes (and usually not very well) against other capital projects, most of which will influence revenue.  Most capital outlay decisions in the private sector also look at life cycle costs, but this process may not be cost effective in the public sector.  He felt that a baseline condition assessment is essential to identify requirements, but it should not be done down to the component level.  Some of his private sector clients have had large deferred maintenance programs because normal funding was not obtainable due to adverse trends in corporate stocks or low return on investment ratios of facility requirements.  In these cases, the company attempted to tie the requirements to high visibility programs such as facility esthetics and safety in order to get them funded.  (Telephone – 408-374-9957).

5. Harvey Kaiser.  Author and private consultant.  Works predominantly with U.S. colleges and universities through APPA.  He spoke in general about deferred maintenance problems he has worked with.  (Telephone – 315-446-5865).

6. Ron Neal.  Assistant Division Chief, Building and Property Management, State of California.  Manages maintenance for a physical plant of 18 million square feet with a replacement value of  $2.7 billion.  Requirements are identified individually by facility managers and tracked on spreadsheets year to year.  They have no separate database for requirements and they do not conduct facility condition assessment inspections or assign condition codes to facilities or equipment. They do use a CMMS for regularly scheduled recurring work.  Their backlog was approximately $45 million in 1996 (2% of CRV).  They developed a 10-Year Plan to eliminate the backlog (their plan proposed $5 million/year for the backlog and $3 million/year for annual increases to the backlog).  They received $5 million per year and have been able to decrease the backlog to $39 million.  Deferred maintenance requirements are justified separate from normal operations and maintenance needs in the budget. Projects are prioritized but no condition codes are assigned to facility or equipment requirements.  They basically have a manual process to manage the deferred requirements, but their long-range plan to eliminate the backlog has been accepted by the Legislature and is helping them justify funding to reduce the backlog. (Telephone – 916-327-5848).

7.   Norb Krause.  Manager, Facility Assets Management, Walt Disney World, Florida.

      Requirements for non-recurring repair and rehabilitation are generated manually at

      present, but are being automated, projected for the long term, and maintained 

      in an Oracle database.  All are part of an integrated 10-Year Plan that projects

      capital needs (physical integrity needs that provide for facility renewal).  These 

      requirements compete for funding with all other budget requirements (safety, 

       operations and guest focus).  Deferred maintenance requirements are not identified specifically, but may receive a higher priority during yearly reviews.  The physical plant has not experienced many major problems to date due to deferred capital needs; however; the probability for major problems in the future is increasing.  Development of the 10-Year Plan has allowed better articulation of long-range facility needs and has been very well received by senior management.  Due to the ability to adequately identify facility needs through the 10-Year Plan, capital needs for non-recurring repair/ rehabilitation have competed well for funding regardless of bottom-line stock levels, return on investment, etc.  Disney World is benchmarking with Brigham Young University to enhance their overall maintenance management process by applying a form of life cycle costing to their planning thereby allowing better definition and justification of their requirements. (Telephone – 407-828-3086).

8.   Rae Ann Pozzo.  Facility Operations, Paramont Pictures, California.  Manages maintenance for a physical plant of approximately 2 million square feet with an approximate replacement value of $750 million.  Requirements are identified individually by maintenance technicians (some condition monitoring is used) and tracked on spreadsheets year to year.  There is no condition assessment process, assignment of condition codes or long-range plan.  Deferred maintenance requirements are not tracked specifically.  CMMS is in place for scheduled work, 

      work tracking and historical cost trending and analysis.  Projects are prioritized and justified for funding annually.  While trend analysis has helped fund some facility 

      requirements, available funding is primarily applied to capital requirements that will 

directly contribute to increased revenue. (Telephone – 323-956-5896)

9.   Doug Christensen.  Director, Brigham Young University Capital Needs Analysis (CNA) Center.   Manages maintenance and repair requirements (capital replacement program) for a physical plant (that is expanding to include more Morman Church activities) of approximately 10 million square feet with an approximate replacement cost of $1.0 billion.  The requirement identification and planning process was originated in 1980.  All facilities, facility components, systems and equipment with a life cycle of sixty years or less are included in the inventory.  All major repairs (short of complete replacement) are programmed/projected in a 40-year plan.  Costs (in today’s dollars) are calculated for all requirements in the plan and are programmed over forty years at the end of the item’s life span.  These costs are then averaged over the forty years and the budget for capital replacement is constant over the term of the plan.  If the actual requirements for a given year are less than the budget, the excess is banked.  If requirements exceed the budget, the additional funds are taken from the bank.  An annual inspection program verifies and validates requirements usually one to two years prior to the life span expiration date.  Total cost and emergency work are also monitored (through a CMMS that is linked) to identify potential problem areas. When an item finally needs total replacement or retrofit, the project is funded from a separate source.  For critical items, the expected life can be adjusted.  Basically there is no deferred maintenance.  Everything included in the budget (the average cost of forty years of requirements) is funded either from the budget or the bank.  The entire plan focuses on the remaining life of the inventory.  There are no condition codes or critical codes used.  Requirements are validated one to two years prior to the planned work through annual inspections.  The requirement database being linked to the CMMS provides accurate requirements definition and allows excellent analysis capability.  The strategy/ goal of the 40-year plan is maximum utilization and everything possible is done to extend the facility/system/equipment life to its maximum.  (Telephone – 801-378-5700).
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Final Reports For Centers And Component Facilities
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Analysis and Articulate Requirements
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