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Abstract
An air/ground simulation of Trajectory-Oriented Operations with Limited Delegation (TOOWiLD) was conducted at NASA Ames Research Center in September 2006. Four radar-certified air traffic control (ATC) specialists in the Airspace Operations Laboratory (AOL), eight glass cockpit pilots in the Flight Deck Display Research Laboratory (FDDRL), and additional “ghost” pilots and controllers operated a heavy eastbound arrival push into Louisville’s Standiford airport (SDF) with high density crossing traffic. An arrival management system scheduled aircraft along Continuous Descent Approaches (CDAs) and data linked arrival information to participating aircraft automatically throughout the simulation.

The 2x3 test matrix varied two flight deck conditions: (1) with and (2) without airborne spacing, over three ATC workstation conditions: (1) current day, (2) advanced ATC scheduling and spacing tools, and (3) the same tools integrated with controller pilot data link communication.

The process of automatically data linking arrival messages to participating aircraft based on a runway schedule proved to be very effective in all conditions. Flight deck-initiated speed changes to meet the CDA speed schedule and lead aircraft assignments were acceptable to pilots and controllers. Airborne spacing reduced the mean and the variance of the inter-arrival spacing on final approach, consistent with prior research. Controller scheduling and spacing tools improved handling of non-participating aircraft which did not receive the arrival information.

The research is sponsored by the Super Density Operations element of NASA’s NGATS Airspace program and coordinated with the US merging and spacing team, with participation by the FAA, UPS, MITRE, and NASA.

Introduction
The Joint Planning and Development Office (JPDO) has been established to transform the U.S. air transportation system by 2025. According to JPDO, the Next Generation Air Transportation System (NGATS) will be more flexible, resilient, scalable, adaptive, and highly automated than today’s system – meeting up to two to three times current demand. The NGATS includes security, safety, and efficiency of passenger, cargo and aircraft operations. Aircraft will be able to use information technology in a more robust way, with enhanced capabilities in the cockpit, better navigation and landing capabilities, and far more comprehensive and accurate knowledge of weather and traffic conditions in real time. [1, 2]

Similarly, the European Commission (EC) launched the Single European Sky ATM Research (SESAR) program, to achieve a future European ATM System for 2020 and beyond, which can meet following objectives: Relative to today's performance enable a 3-fold increase in capacity while also reducing delays both on the ground and in the air; Improve the safety performance by a factor of 10; enable a 10% reduction in the environmental effects; And provide ATM services at a cost to the airspace users which is at least 50% less. [3]

Both initiatives aim at drastic air traffic system improvements that can at least double capacity in the next twenty years. Fundamental laboratory research is required to define and develop a transformed system that can meet these objectives. In parallel, the real world air traffic management systems are evolving such that, many near- to medium-term initiatives will make use of advanced technologies to achieve incremental benefits. Aligning the necessary near-term evolutionary progress with the long-term
transformation of the air transportation system will be a major challenge.

The research presented in this paper is a laboratory simulation to assess -for a specific context- the future direction and far-term potential of some major near-term initiatives: airborne merging and spacing, continuous descent arrivals, trajectory-based arrival management, decision support tools for air traffic controllers, and data link.

**Background**

The framework for the simulation is a concept under investigation at NASA Ames Research Center called ‘trajectory-oriented operations with limited delegation’ (TOOWiLD). The underlying principles for combining 4D trajectory-based operations with relative spacing were discussed at the Air Traffic Management R&D seminar in 2003 [4, 5]. The concept was further refined to achieve efficiency and capacity benefits through a combination of time-based traffic flow management, trajectory-oriented operations, and delegation of spacing tasks to flight crews of appropriately equipped aircraft [6, 7]. A possible far-term path for this concept entitled ‘Co-operative Air Traffic Management’ that includes additional new technologies and modified pilot and controller roles and responsibilities was presented at the ATM R&D seminar in 2005 [8].

One of the key features of the concept is to enable efficient low power idle descents for as many arriving aircraft as possible in a highly complex traffic environment. It is closely related to near-term efforts at many airports worldwide that are introducing Continuous Descent Arrivals (CDA) to reduce fuel consumption, noise and emissions. Flying CDAs in low density environments is generally considered feasible with current day technologies. In contrast, conducting CDAs routinely in high density airspace requires more advanced solutions. Current approaches include improved arrival management tools and procedures for controllers, data linking required times of arrival to the runway, data linking dynamic route changes, and conducting airborne merging and spacing along the CDAs [9-13].

Research on time-based flow management and trajectory-oriented metering has demonstrated improved compliance with metering constraints and better situation awareness for controllers at high and low altitude merge points [14, 15]. Little research has been conducted on the integration with CDAs or runway metering schemes. Air traffic service providers have already installed arrival management systems, such as the CTAS Traffic Management Adviser (TMA) in the US.

Research on airborne merging and spacing has shown feasibility in arrival problems and indicated potential benefits in reducing the spacing variability on final approach [16, 17, 18]. Requirements for airborne spacing are currently determined by the Requirements Focus Group. The United Parcel Service (UPS) airline has started the process of equipping their fleet with airborne merging and spacing algorithms hosted in the electronic flight bag (EFB) and plans on initial field trials in 2007.

---

**Figure 1. M&S concept for en route and arrival operations.**
The Merging and Spacing Group (M&S group) has been formed in the US with involvement of the FAA, UPS, MITRE and NASA to plan and coordinate the near- to medium term merging and spacing research and development efforts in conjunction with the FAA’s Surveillance and Broadcast Services office.

Figure 1 illustrates the near-term concept pursued by the M&S group for managing eastbound late night UPS arrivals into Louisville Standiford airport. The M&S operations depicted in Figure 1 can be viewed as a near-term implementation of trajectory-oriented operations with limited delegation (Figure 2). Time-based traffic management is initially conducted at the UPS Global Operations Center (GOC) based on 4D trajectories along Continuous Descent Arrivals. Relative spacing is engaged when aircraft are within ADS-B range and in an appropriate position to do so. The initial spacing information will be data linked from the GOC via ACARS to the aircraft.

Field tests were conducted in 2006 at Louisville to test a concept for en route metering by sending speed assignments from UPS-based arrival management tools and follow-on tests adding initial airborne merging and spacing capabilities are expected to be conducted in 2007. This near-term application will initially be conducted in low density environments with a single merge point. The simulation described in this paper looks beyond this important near-term phase and investigates these kinds of operations in high density airspace with multiple traffic flows and merge points.

Method

An air/ground simulation of a site-specific concept implementation with pilots and controllers in the loop was conducted in September 2006 in the Airspace Operations Laboratory (AOL) and the Flight Deck Display Research Laboratory at NASA Ames Research Center [18, 19]. The 2x3 test matrix varied two flight deck conditions: (1) with and (2) without airborne spacing, over three ATC workstation conditions: (1) current day, (2) advanced ATC scheduling and spacing tools, and (3) the same tools integrated with controller pilot data link communication.

Site-specific implementation

The “site-specific” implementation of the TOOWiLD concept, prototyped for the simulation, assumed as its operational context the airspace, the fleet capabilities, air-ground procedures, traffic patterns and airline-centric arrival flow management that are being developed by the M&S group.

Therefore, for the simulation it was assumed that UPS as the dominant air carrier at the airport had a 100% ADS-B out equipage with a majority of its aircraft (all Boeing 757 and 767) equipped for airborne merging and spacing. It was further assumed that ACARS data link messages could be sent to all UPS aircraft from a ground-based arrival management system located either at the Global Operations Center or an appropriate Air Traffic Service Facility. No data link connection between the arrival management system and non-UPS aircraft was assumed.
**Time-based Arrival Management**

The arrival management system was prototyped to generate a runway schedule for all aircraft. All aircraft were planned to land on one runway (SDF-17R). The scheduled times of arrival (STA) were determined based on their estimated times of arrival (ETA) and the minimum required wake vortex spacing at the runway threshold. The ETAs were computed based on the aircraft’s flight plan routing, a charted CDA, ADS-B reported state information and an airline supplied cost index. The minimum spacing between aircraft was computed in seconds by applying the standard wake separation matrix through the simulated wind fields and adding a 5 second buffer. The resulting desired spacing intervals between aircraft were 90, 105, and 130 seconds, depending on lead/trail weight class combination.

Whenever a participating aircraft reached 300 nm from the airport the arrival management system assigned (“froze”) the STA and computed a cruise/descent speed profile that would get the aircraft to the runway on time while flying the CDA. If the aircraft was equipped for airborne spacing the arrival management system would further examine whether the scheduled lead aircraft was appropriately equipped and within range to conduct airborne merging and spacing operations. During the simulations the arrival management system automatically created the schedule and data linked an “arrival message” to all participating aircraft at the 300 nm arc (see Figure 2).

**Arrival Message**

The arrival message was a key feature of the concept implementation. This message contained the destination airport, the scheduled runway and scheduled time at the runway, and the cruise descent speed schedule. If appropriate it also contained the lead aircraft, the assigned spacing interval and the merge point with the lead aircraft as shown in the example on the left side of Figure 3.

The arrival message includes various elements that can aid flight crews in setting up their on-board systems for an on-time arrival with minimum spacing. Depending on available aircraft equipment the

**Figure 3: Example Arrival Messages.**

STA at the runway could be used as a Required Time of Arrival (RTA). Alternatively in this simulation the cruise/descent speed schedule was loaded into the Flight Management System to plan and fly an on-time CDA. If included, the spacing information lets flight crews manage airborne merging and spacing operations.

**Flight Deck Operations**

Flight crews were expected to use the arrival message to plan and manage their CDA and, if applicable, merging and spacing operations. Flight crews could expect to merge behind a lead aircraft at any one of the various high and low altitude merge points. Upon loading the spacing information into their on-board automation flight crews were expected to identify the lead aircraft and decide whether and when to engage spacing.

For a successful merge the lead aircraft had to fly directly to the merge point. Even though the software logic included a heading check for the lead aircraft, pilots still had to consider the geometry in

**Figure 4: Continuous Descent Approach (CDA) used during simulation**
assessing whether to engage/disengage the algorithm. When engaging or disengaging spacing, and upon sector check-in, pilots informed the controllers about their spacing status.

**Air Traffic Control Operations**

Air traffic controllers in this simulation had the same responsibilities as they have today. They were responsible for ensuring safe separation between all aircraft and workload permitting, for expediting the flow of traffic and provide additional services. Nevertheless the controllers’ role was different with regard to managing arrivals. While they were expected to actively control the non-participating arrivals they were encouraged to let participating arrivals (i.e. all UPS arrivals) manage their own speeds, provide CDA clearances whenever possible, and intervene only if necessary for separation. Non-participating aircraft, dense crossing traffic, and transitioning traffic were expected to be major challenges for the controllers.

Four air traffic control sectors covering the most challenging portions of the eastbound arrivals into Louisville were selected as test sectors and adapted for the simulation needs as shown in Figure 5. A Kansas-City Center high altitude sector labeled ‘ZKC-50’ managed mostly crossing traffic/high altitude merges and initiated the descent for most Louisville arrivals. The Indianapolis Center sector labeled ‘ZID-91’ managed potential merges at PXV, the transition of SDF arrivals from high altitude to FL 240, as well as departures arrivals and crossing traffic from other airports. The low altitude sector ‘ZID-17’ cleared SDF arrivals along the CDA into the TRACON, and acted as the gatekeeper for the TRACON corner post CHERI. In addition the low altitude controller managed regional traffic including slow flying internal departures and arrivals in the area. The Louisville TRACON was combined as one sector with the controller working feeder and final simultaneously. Confederate “ghost” controllers staffed the positions surrounding the test airspace to direct aircraft in and out of the test sectors.

**Experimental Design**

The experiment was designed according to the 2x3 test matrix in Table 1 resulting in a total of six conditions that were each run twice with similar traffic scenarios. Therefore, twelve data collection runs were conducted, each approx. 75 minutes long. The sequence of runs is also shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1 : Test Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Ground FMS/CDA</td>
</tr>
<tr>
<td>Arr. Mgt. Sys.</td>
</tr>
<tr>
<td>+ ATC Tools</td>
</tr>
<tr>
<td>+ Data link</td>
</tr>
</tbody>
</table>

**Airborne Spacing**

The availability of airborne spacing for 70% of aircraft including all pilot participants was one independent variable in the simulation used during half of the data collection runs. The implemented spacing algorithm was based on the Eurocontrol CoSpace logic [22]. The logic was configured to allow speed increases and decreases in 5 knot increments. In the current day flight deck condition all participating aircraft were assumed to have flight management system capabilities and integrated data link communication. The data link, however could only be exercised in the data link ground condition.

**ATC Tools and Data Link**

The second independent variable was the availability of advanced ATC automation on the controller position and whether this automation was integrated with controller pilot data link communication.

In all ground-side conditions the Arrival Management System was operating automatically in the background without operator inputs. In the condition labeled “Arr. Mgt. Sys.” controllers were presented with an accurate emulation of their current day displays with no additional tools or information about spacing or scheduling status of aircraft. In the condition labeled “+ATC-Tools” controllers had access to a Louisville runway timeline display, speed advisories, a medium term conflict probe, a fast trial planning function and spacing status information in the data tag and on the display. The scheduling and spacing information was shared between the arrival management system and the air traffic controller display. This means that controllers had access to the scheduled time of arrival, assigned lead aircraft and spacing interval as determined by the automation. The ATC condition labeled “+Data Link” provided controllers with access to the same toolset as the ATC Tools condition, but enabled issuing trial planned route and altitude changes to equipped
aircraft via CPDLC as well as automated transfer of communication. Data link also provided Center controllers with an easy way of sending the automatically generated schedule-based speed advisories to equipped arrivals. The tools and data link integration are described in detail in [19].

**Participants**

Four radar certified air traffic control specialists from three Air Route Traffic Control Centers and one Terminal facility in the United States participated in the study, as well as eight airline pilots, three of whom were active UPS pilots. Recently retired controllers operated the ghost controller positions and general aviation pilots served as multi aircraft pilots.

**Traffic flows**

The traffic flows were an extended nighttime eastbound arrival push through busy daytime crossing traffic generated from a live traffic feed in the same airspace. The two traffic scenarios used in each of the conditions caused slightly different traffic loads in the test sectors. Figure 6 show the number of aircraft “owned” by each test controller over time for two runs that are representative of the two scenarios.

![Traffic loads for the two scenarios](image)

**Figure 6: Traffic loads for the two scenarios**

Scenario 1 has several peak traffic loads of 20 or more aircraft for the two high altitude sectors ZKC-50 and ZID-17. Scenario 2 on the other hand has a very steady traffic load of 12 – 14 for the high altitude sectors. The low altitude sector (ZID-17) has a generally low traffic load, but some complexities built in. The approach controller in SDF-262 gets busy after 15 minutes and has 8 to 12 aircraft under his/her control until the scenario winds down.

**Results**

The results in this section are divided into general results related to the general effectiveness of the arrival management concept, the impact of airborne spacing on the arrival flow and the impact of the ATC tools and data link on the system performance.

**Controller Workload**

At the onset of the study it was expected based on some prior research that either airborne spacing or the availability of controller tools would have some impact on controller workload. Workload was measured during the runs with integrated workload assessment keypads that lit up every 5 minutes and prompted controllers to assess their workload on a scale of 1 (very low) to 7 (very high). Analysis of the data for all four test sectors showed no significant differences between conditions. The introduction of controller tools or data link for a subset of aircraft had no obvious impact on controller workload as well as the use of airborne spacing. Instead the workload curves follow primarily the number of aircraft that the controller owns in the sector, which is consistent
with earlier research. As examples, Figure 7 depicts the average workload of ZKC-50 under different ATC conditions and the average workload of the approach controller SDF262 for runs with and without airborne spacing.

**Safety**

To estimate the safety of the operations, occurrences of separation violations for all conditions in the Center airspace were analyzed. The analysis of the approach airspace is not yet complete due to the added complexities of minimum separation rules in approach airspace.

**Table 2 Separation violations by condition.**
The 1st value refers to violations lasting for at least 12 seconds (RADAR sweep), the 2nd value to violations of less than 12 seconds.

<table>
<thead>
<tr>
<th>Air Ground</th>
<th>FMS CDA</th>
<th>+Airborne Spacing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arr. Mgt. Sys.</td>
<td>1 (1)</td>
<td>0 (3)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>+ATC Tools</td>
<td>0 (1)</td>
<td>1 (2)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>+Data link</td>
<td>0 (1)</td>
<td>0 (1)</td>
<td>0 (2)</td>
</tr>
<tr>
<td>Total</td>
<td>1 (3)</td>
<td>1 (6)</td>
<td></td>
</tr>
</tbody>
</table>

It should be noted that only one separation violation involved a Louisville arrival. The majority of separation violations lasted for less than 12 seconds and might not have been registered by current day RADAR-based systems. However, since the simulation’s data collection system receives 1 second track updates, these were logged similar to what would be expected if ADS-B data was used in ground systems. Overall safety did not seem to be significantly impacted by either spacing operations or ground side conditions.

**Effects of airborne spacing**

To analyze the effect of airborne spacing in more detail only the participating aircraft that conducted airborne spacing in the airborne spacing condition were analyzed. Each of them was compared to their counterpart in the conditions without airborne spacing.

Since the goal of airborne spacing is to achieve spacing relative to the lead aircraft, the actual spacing intervals at the runway were compared to the required spacing intervals derived from the wake vortex matrix as described earlier in this paper.

Figure 8 shows a histogram depicting the difference between the actual spacing and the required spacing for those aircraft that were actively spacing in the spacing conditions and scheduled at their minimum spacing intervals. Also shown is a histogram for those same aircraft during conditions without airborne spacing.

The comparison shows a significant difference in mean and variance for those two conditions (t (70) = 3.95, p < 0.001, F (70,70) = 8.38, p < 0.001).

**Table 3: Inter-arrival spacing error of participating aircraft**

<table>
<thead>
<tr>
<th></th>
<th>FMS CDA</th>
<th>+Airborne Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spacing error (seconds)</td>
<td>6.3 (15.6)</td>
<td>-1.5 (5.4)</td>
</tr>
</tbody>
</table>

Figure 8: Spacing error at the runway.

These results are consistent with other findings from related airborne spacing research. Airborne spacing can reduce the spacing variability and excess spacing on final by a small, but significant margin, enabling one or two more aircraft to land per hour. In this study the arrival management system already did a very good job in scheduling and spacing the aircraft.

**Arrival Time Errors**

The arrival management concept using an automated system to send information to participating aircraft proved very effective in all conditions. This is demonstrated in the small arrival time errors for participating aircraft in all conditions. The arrival time error is defined as the difference between the actual time of arrival (ATA) at the runway scheduling point and the STA. Early arrivals have a negative sign. Since it was expected that participating and non-participating aircraft would cause different results, the analysis is split between those categories. The 80% UPS vs. 20 % non-UPS arrival design resulted in sample sizes of 40 participating aircraft per condition and 10 non-participating aircraft per condition.

Table 4 shows that on average all participating aircraft arrived in all conditions at their scheduled time with a mean error between -7.8 and +13 seconds and a standard deviation ranging from 11.1 to 53 seconds. A two-tailed pair-wise t-test reveals that the mean reduction from the FMS/CDA to. the
FMS/CDA with airborne spacing condition was marginally significant (t (124) = 1.8; p < 0.07). Since airborne spacing controls the relative time behind the lead aircraft and not the absolute time a trailing aircraft relies on its lead to meet the scheduled time. During the simulation typically all airborne spacing aircraft within a chain arrived a few seconds early or a few seconds late. This explains the same overall variance as the non-airborne spacing aircraft for the absolute arrival time error, while mean and variance for the relative spacing error were significantly reduced.

Table 4: Arrival time error of participating (all UPS) aircraft (Mean and standard deviation in seconds).

<table>
<thead>
<tr>
<th>Air Ground</th>
<th>FMS CDA</th>
<th>+Airborne Spacing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arr. Mgt. Sys.</td>
<td>-2.2 (30.4)</td>
<td>3.3 (53.0)</td>
<td>0.5 (43.0)</td>
</tr>
<tr>
<td>+ATC Tools</td>
<td>4.1 (15.6)</td>
<td>-7.8 (11.1)</td>
<td>-1.8 (14.7)</td>
</tr>
<tr>
<td>+Data link</td>
<td>13.0 (37.4)</td>
<td>-0.02 (24.7)</td>
<td>-6.5 (32.1)</td>
</tr>
<tr>
<td>Total</td>
<td>5.0 (29.8)</td>
<td>-1.56 (34.7)</td>
<td></td>
</tr>
</tbody>
</table>

Examing the ground tools conditions, a variance analysis shows that ATC tools reduce the arrival time variability significantly over the current day condition even for participating aircraft (F(83,81) = 8.53, p <0.001). This indicates that the ATC tools enabled controllers to further fine-tune the arrival flow prepared by the arrival management system. Surprisingly, the controller tools integrated with data link did not show a similar impact as the ATC tools condition. An explanation requires further analysis.

For non-participating aircraft (i.e. aircraft that did not receive an arrival message), it was expected that the controller tools would enable on-time performance and airborne spacing would be without impact. Table 5 confirms these trends.

Table 5: Arrival time error of non-participating (all non-UPS) aircraft (Mean and standard deviation in seconds).

<table>
<thead>
<tr>
<th>Air Ground</th>
<th>FMS CDA</th>
<th>+Airborne Spacing</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arr. Mgt. Sys.</td>
<td>-26.2 (52.8)</td>
<td>-28.7 (55.5)</td>
<td>-27.3 (50.3)</td>
</tr>
<tr>
<td>+ATC Tools</td>
<td>-2.1 (27.2)</td>
<td>-0.8 (18.8)</td>
<td>-1.5 (22.7)</td>
</tr>
<tr>
<td>+Data link</td>
<td>-2.9 (26.0)</td>
<td>-0.7 (33.3)</td>
<td>-1.8 (29.1)</td>
</tr>
<tr>
<td>Total</td>
<td>-10.4 (37.9)</td>
<td>-9.75 (37.7)</td>
<td></td>
</tr>
</tbody>
</table>

As expected airborne spacing of other aircraft had no impact on non-participating aircraft. However without controller tools non-participating aircraft arrived on average 26 seconds earlier than in the tools condition (t (23) = -2.1, p < 0.047) with a much larger variability (F (18,39) = 3.8, p < 0.001). The early arrival is explained in that the scenario had some non-participating aircraft at the beginning of a bank of aircraft. Without additional information controllers tended to speed up aircraft that have no lead to generate gaps for following arrivals. With scheduling tools controllers understood the schedule and saw no need for speeding up the aircraft. The schedule compliance of non-participating aircraft in the tools and the data link conditions was equivalent to the performance of participating aircraft. This indicates that given the appropriate toolset controllers can implement the schedule, the arrival management system can implement it, or both can work together. Any of these options should cause on-time arrival improvements over current day operations.

Energy Management along the CDAs

One of the known fundamental problems in conducting CDAs in high density airspace is energy management. Late descents and speed changes during descent cause problems with meeting downstream altitude and speed restrictions. For an initial look at potential energy management issues during the simulation the data set used before for analyzing the effects of airborne spacing was further reduced to include only those aircraft that flew along the CHERI transition shown in figure 4.

Figure 9 shows the raw data for crossing altitude and speed at CHERI.

Figure 9: altitude and speed at CHERI

As expected airborne spacing of other aircraft had no impact on non-participating aircraft. However without controller tools non-participating aircraft arrived on average 26 seconds earlier than in the tools condition (t (23) = -2.1, p < 0.047) with a much larger variability (F (18,39) = 3.8, p < 0.001). The early arrival is explained in that the scenario had some non-participating aircraft at the beginning of a bank of aircraft. Without additional information controllers tended to speed up aircraft that have no lead to generate gaps for following arrivals. With scheduling tools controllers understood the schedule and saw no need for speeding up the aircraft. The schedule compliance of non-participating aircraft in the tools and the data link conditions was equivalent to the performance of participating aircraft. This indicates that given the appropriate toolset controllers can implement the schedule, the arrival management system can implement it, or both can work together. Any of these options should cause on-time arrival improvements over current day operations.
cases the altitude is within the acceptable range of 200 from the nominal altitude of 11000 ft. Extreme altitude peaks of up to 16000 feet indicate a problem likely related to getting a late descent clearance because of traffic. In contrast to the altitude, the speeds are more widely distributed. Pilots and controllers were briefed that in airborne spacing they would not have to comply with the crossing speed at CHERI.

An important question regarding speed and altitude status along CDAs is the impact on the energy and whether the CDA can be continued without too much throttle or speed brake usage. To examine the energy status, the weight-independent specific energy was computed for each aircraft by adding the potential (altitude-related) and the kinetic (speed-related) specific energy. As a reference value the CDA-prescribed specific energy was computed for the nominal crossing condition (here 240 knots and 11000 feet). The resulting “relative energy” for CHERI is shown in Figure 10 with the actual values in percent of the nominal specific energy. The data represents the same aircraft as figure 9 and illustrates the energy status resulting from the altitude/speed non-compliance.

The relative energy at CHERI was further analyzed by conditions. Table 4 shows the result for this subset of aircraft.

Table 4: “Relative Energy” at CHERI (% of the nominal specific energy)

<table>
<thead>
<tr>
<th>Air Ground</th>
<th>FMS</th>
<th>Airborne Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arr. Mgt. Sys.</td>
<td>102.2 (2.5)</td>
<td>107.4 (5.1)</td>
</tr>
<tr>
<td>+ATC Tools</td>
<td>102.5 (5.3)</td>
<td>109.1 (10.0)</td>
</tr>
<tr>
<td>+Data link</td>
<td>104.4 (8.9)</td>
<td>107.5 (6.1)</td>
</tr>
<tr>
<td>Total</td>
<td>102.9 (6.1)</td>
<td>108.0 (7.7)</td>
</tr>
</tbody>
</table>

Aircraft conducting airborne spacing had a significantly higher relative energy mean at CHERI (t (58) = 4.2; p < 0.001). Hardly any aircraft was low on energy, which is typical at the first crossing restriction after an idle descent. This particular CDA was designed to absorb some extra energy after CHERI and included a nominally low power descent segment to the next waypoint “DC190”.

Figure 11 illustrates the relative energy of the same aircraft at the CDA point DC190. Only some extremely high energy levels from CHERI are carried over. Also at this point the airborne spacing logic commanded several slow downs as well as speed ups, increasing the energy variability in both directions for the airborne spacing condition.

It is important to note that the data trends shown here may very well be an exaggeration of a real world implementation of airborne spacing. The particular implementation of this spacing algorithm used in the simulation was not as sophisticated as newer versions of the Eurocontrol Co-Space algorithm or the trajectory-based algorithm developed at NASA Langley. Nonetheless, as all controller and pilot participants in the study pointed out repeatedly, energy management is a major problem in conducting CDAs in high density traffic.

**Conclusion**

An air/ground simulation of a site specific implementation of trajectory oriented operations with limited delegation was conducted in September 2006. This paper discussed some aspects of the ongoing data analysis. The results indicate that it is possible to conduct continuous descent arrivals in high density airspace. Airborne spacing has a positive effect on runway throughput and no negative impact on on-time arrivals. The highly automated arrival management concept was very effective in all conditions. Energy management remains a primary issue to be addressed.
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